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1. Introduction

Noncovalent interactions involving aromatic rings are
pivotal to protein–ligand recognition and concomitantly to
drug design. Indeed, the vast majority of X-ray crystal
structures of protein complexes with small molecules reveals
bonding interactions involving aromatic amino acid side
chains of the receptor and/or aromatic and heteroaromatic
rings of the ligand. The complex of the enzyme acetylcho-
linesterase (AChE) with the drug E2020 (Aricept), which was
developed to treat symptoms of Alzheimer's disease, is one
example of the diversity of these interactions (Figure 1).[1]

The X-ray crystal structure analysis reveals p–p stacking, O�
H/p, and cation–p interactions as major forces that stabilize
the association. Accordingly, investigations aimed at an
energetic quantification of individual interactions with aro-
matic rings in biological complexes are of paramount
importance for improved drug design and lead optimization.
Three main research approaches are pursued in order to reach
this objective: 1) the biological recognition processes are
analyzed in quantitative structure–activity relationships;
2) individual aromatic interactions are investigated in molec-
ular recognition studies with designed synthetic receptors;[2]

and increasingly 3) the magnitude of individual nonbonded
interactions is addressed by high-level computational studies.
This review attempts to present a unified picture of the
understanding of the recognition of aromatic rings as it has

emerged from all three approaches. Given the enormity of the
topic, this task can only be approached in an incomplete way,
with a relatively small number of studies—preferentially
those providing novel structural and thermodynamic
insight—being addressed in detail. Nevertheless, this is a
worthwhile, timely endeavor in light of the huge number of
potential new therapeutic targets for drug design and devel-
opment emerging from genomics and proteomics.[3]

The review begins with a discussion of the solvent
dependency of the complexation of aromatic substrates in
chemical and biological systems (Section 2). This topic has
witnessed major extensions from the classical concepts of
hydrophobically driven apolar complexation over the past
15 years. Section 3 highlights the crystal structures of small
aromatic molecules and how analysis of their crystal-packing
patterns provides a source of inspiration for the discovery of
new intermolecular forces. For example, the crystal packing of
a precursor to an inhibitor of thrombin,[4] a serine protease in
the blood coagulation cascade targeted in the fight against
thrombotic disorders, not only shows aromatic rings in classic

Figure 1. Binding mode of the anti-Alzheimer drug E2020 within the
active site of acetylcholinesterase from Torpedo californica
(PDB code: 1EVE).[1]
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Intermolecular interactions involving aromatic rings are key
processes in both chemical and biological recognition. Their
understanding is essential for rational drug design and lead
optimization in medicinal chemistry. Different approaches—
biological studies, molecular recognition studies with artificial
receptors, crystallographic database mining, gas-phase studies,
and theoretical calculations—are pursued to generate a profound
understanding of the structural and energetic parameters of
individual recognition modes involving aromatic rings. This
review attempts to combine and summarize the knowledge gained
from these investigations. The review focuses mainly on examples
with biological relevance since one of its aims it to enhance the
knowledge of molecular recognition forces that is essential for
drug development.
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edge-to-face (T-shaped) and parallel-displaced (stacking)
arrangements, but also shows a notably short C(aromatic)�
N(nitrile) distance (3.47 ;) that represents a type of weak
H bond to the p system of the cyano group (Figure 2).
Figure 3 shows the crystal structure of the complex of
thrombin with a highly active inhibitor (inhibition constant
Ki= 7 nm), developed by structure-based de novo design.[5]

The intermolecular contacts in this complex, such as the edge-
to-face interaction in the distal D pocket, the C�H/p inter-
actions in the proximal P pocket, and the contacts between
the amidinium-substituted phenyl ring and the surrounding
protein in the specificity pocket S1 are discussed in detail in
Section 4.

Since the seminal work of Burley and Petsko on aromatic–
aromatic interactions in proteins,[6] database mining of the
Cambridge Structural Database (CSD) and the Brookhaven
Protein Data Bank (PDB) have increasingly been applied to
identify and characterize weak intermolecular interactions in
chemical and biological systems. H bonds to p systems
provide examples for such weak bonding contacts and are
discussed in Section 5. The importance of cation–p interac-
tions was first recognized by Ma and Dougherty, who
reviewed this field comprehensively in 1997.[7] Section 6 will
thus only survey the most recent investigations of this
interaction in chemistry and biology. A beautiful example is
the strong complexation of 7-methylated GTP (association
constant Ka� 1.1 B 108m�1, DGo=�11.0 kcalmol�1) by a
messenger RNA 5’-cap-binding protein, the eukaryotic trans-
lation initiation factor eIF4E. The cationic nucleobase in this
complex is sandwiched at van der Waals distance (ca. 3.5 ;)
between two Trp side chains (Figure 4).[8]

The last two sections address two emerging areas of
research which have only been sparsely reviewed up to this
point, namely fluoroaromatic interactions (Section 7) and
those involving divalent sulfur (Section 8).

2. Thermodynamics of Arene Complexation

2.1. Complexation of Arenes with Chemical and Biological
Receptors in Water

Inclusion complexation of aromatic solutes by cyclo-
phanes in water has been intensively investigated over the
past two decades, and these studies have been extensively
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Figure 2. Edge-to-face and p-stacking interactions operative in the
crystal packing of a precursor to an inhibitor of thrombin (CCDC-
177644).[4] Color code: C: gray, N: blue, O: red, S: yellow, F: cyan.
Unless noted otherwise, this color code is applied systematically in all
subsequent figures.

Figure 3. The active site in the X-ray crystal structure of the complex
formed between thrombin and a designed inhibitor; edge-to-face and
C�H/p contact distances are given; hydrogen bonds are represented
as dashed lines.[5]
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reviewed.[2d,9,10] Efficient apolar binding sites have not only
been shaped by the covalent construction of large macro-
cycles with aromatic cavity walls, but also by metal-ion-
mediated self-assembly.[11]

We conducted calorimetric studies with cyclophanes, such
as 1, to investigate the nature of the driving force for inclusion
complexation of para-disubstituted benzene derivatives, such
as 2a–e, in water.[12–15] These cyclophanes form stable
inclusion complexes in which the aromatic substrates undergo
both aromatic p–p stacking and edge-to-face interactions (see
Section 4) with the cavity walls of the host.[16] We expected to

measure thermodynamic quantities characteristic for binding
driven by the classical hydrophobic effect, namely, 1) a large
favorable complexation entropy TDSo, 2) a small complex-
ation enthalpy DHo, and 3) an increasingly favorable
enthalpic term upon raising the temperature, as expressed
by a large negative change in heat capacity DCp

o.[17, 18] The
classical hydrophobic effect had originally been defined to
account for the thermodynamic characteristics measured for
the transfer of small apolar solutes from the gas phase into
water.[17,18]

We were at first rather surprised to obtain very different
thermodynamic quantities, namely, a large enthalpic driving
force for complexation, which was partially compensated by
an unfavorable entropic term (Table 1). Only the measured
negative changes in heat capacity were in agreement with our

initial expectations. On the other hand, negative changes in
heat capacity had already been reported for cyclophane–
arene inclusion complexation in organic solvents, such as
methanol or chloroform, and therefore are not characteristic
of complexation processes in water.[13, 19] It, therefore, seemed
unlikely that our inclusion complexation processes were
promoted to a large extent by the classical hydrophobic effect.

Similar thermodynamic quantities—a large enthalpic
driving force partially compensated by an unfavorable com-
plexation entropy—have more recently been reported for the
complexation of benzene derivatives and other substrates by
the closed-shell hemicarcerand host 3 in an aqueous borate
buffer at pH 9 (Table 2).[20, 21] The complete and tight guest
encapsulation by the spherical receptor results in the com-
plexes being muchmore stable than those formed by the more
open cyclophane 1.

A literature search following our initial experimental
work[15] readily showed that these complexation thermody-
namics (that is, DHo! 0; TDS! 0), which in the meantime
had been named the “nonclassical hydrophobic effect” and
which we also observed in the complexation of a steroid by a
cyclophane receptor in water/methanol (1:1),[22] had been
encountered in many arene binding studies with other
synthetic and biological receptors. Thus, the inclusion com-

Figure 4. Partial view of the X-ray crystal structure (PDB code: 1L8B)
of the messenger RNA 5’-cap-binding protein eIF4E bound to
7-methyl-GTP, which shows the sandwiching of the cationic nucleo-
base between the side chains of Trp102B and Trp56B.[8]
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Table 1: Thermodynamic parameters describing the complexation
between cyclophane 1 and 1,4-disubstituted benzene guests in water and
methanol.[a]

Guest DGo
293K

[kcalmol�1]
DHo

293K

[kcalmol�1]
DCp8
[calmol�1K�1]

TDSo293K
[kcalmol�1]

Complexes in water
2a �6.81 �11.8 �60 �5.0
2b �6.01 �8.1 �50 �2.1
2c �5.86 �10.5 �130 �4.6
2d �5.38 �10.0 �20 �4.6
2e �5.33 �7.2 �20 �1.9
Complex in methanol
2d �1.20 �3.7 – �2.5

[a] The enthalpic terms have an uncertainty of �0.2 kcalmol�1; the
binding free energies have an uncertainty of �0.07 kcalmol�1 (in water)
and �0.17 kcalmol�1 (in methanol); for further details, see ref. [13].
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plexation of benzene and naphthalene derivatives by natural
and modified cyclodextrins is enthalpy driven, as demon-
strated in a variety of calorimetric and other investiga-
tions.[23–27] The negative changes in the heat capacity recorded
for these recognition processes are of similar magnitude to
those reported in Table 1.[24,26] These and related thermody-
namic data for cyclodextrin complexation have been com-
piled by Rekharsky and Inoue in a comprehensive review.[28]

Although calorimetric data on biological recognition
processes remain disappointingly scarce,[29] the first examples
reporting thermodynamic driving forces for apolar complex-
ation different from those expected by the hydrophobic effect
were reported as early as 1969 by Shiao and Sturtevant.[30] The
authors measured the thermodynamic quantities for the
complexation of small aromatic substrates in the arene
binding pocket at the active site of the digestive serine
protease a-chymotrypsin by flow calorimetry. They deter-
mined that the complexation of indole (DHo=

�15.2 kcalmol�1), N-acetyl-d-tryptophan (DHo=

�19.0 kcalmol�1), and proflavin (DHo=�11.3 kcalmol�1) at
298 K in aqueous buffer (pH 7.8) was strongly enthalpy
driven. The authors noted that these data were not consistent
with those expected for classical hydrophobic interactions.
They rationalized their observations by invoking Coulombic
enzyme–substrate interactions as well as large conformational
changes of the enzyme upon complexation of the inhibitors—
the nonclassical hydrophobic effect had yet to be recognized.
A large variety of complexation processes between enzymes
and aromatic substrates have subsequently been described
that feature a strong enthalpic driving force at ambient
temperature, with a compensating unfavorable entropic term
and negative change in the heat capacity between 100 and
500 calmol�1K�1.[31]

A favorable enthalpy and entropy of complexation have
both been recorded for the complexation of aromatic
substrates that also undergo ion pairing, which is well
known to be entropically favored.[32] This is the case at
ambient temperature for the complexation of para-substi-
tuted benzamidinium substrates in the selectivity pocket of
the serine protease trypsin (similar to thrombin, Figure 3)
containing an Asp carboxylate group at its bottom.[33] Com-
plexation at elevated temperatures is only enthalpy driven as
a result of a large negative change in the heat capacity and a
significant enthalpy–entropy compensation (see below).

The examples of biological complexation processes fea-
turing the thermodynamic characteristics of the nonclassical
hydrophobic effect are not limited to enzyme–aromatic
substrate binding, but also include: 1) DNA intercalation by
arenes such as ethidium bromide,[34–36] 2) DNA association
with intercalator/minor groove binders such as the antitumor
drug daunomycin,[36] and 3) DNA minor groove intercalation
of antitumor drugs such as netropsin and distamycin as well as
hairpin polyamides.[37–39] An increasing number of studies also
report enthalpic driving forces for protein–protein,[40,41]

protein–DNA,[42] and protein–lipid interactions.[43] The stack-
ing interaction between the antimalarial drug chloroquine
and hematin provides another example of enthalpy-driven
association of aromatic rings in water.[44,45]

In view of this increasing amount of data, it is surprising
that the nonclassical hydrophobic effect, with a strong
enthalpic driving force for biological recognition, is almost
entirely ignored in modern biochemistry textbooks. Instead,
biological complexation processes are still mainly described
as being driven by the classical hydrophobic effect.

It should be noted that many of the complexation studies
cited in this section report strong enthalpy–entropy compen-
sations upon variation of the host and/or guest: an increas-
ingly favorable enthalpic driving force for complexation is
compensated by an increasingly unfavorable entropic
term.[26, 35,38,41,42,44,46] The reader is referred to various theo-
retical models that have been proposed to explain the linear
enthalpy–entropy compensation that is nearly universally
observed in chemical and biological recognition processes.[47]

2.2. Solvent Dependency of the Inclusion Complexation of
Aromatic Substrates

A very strong solvent dependence has been observed for
the stability of pyrene complex 4.[13,14,48] Upon changing from
water, the most polar, to carbon disulfide, the least polar of
the considered solvents, the complexation free enthalpy
decreases from DGo=�9.4 kcalmol�1 to DGo=

Table 2: Thermodynamic parameters describing the complexation
between the spherical hemicarcerand host 3 and 1,4-disubstituted
benzene guests in aqueous borate buffer (pH 9).[a]

Guest DGo
293K

[kcalmol�1]
DHo

293K

[kcalmol�1]
TDSo293K
[kcalmol�1]

2d �7.9 �10.9 �3.0
2e �9.6 �12.3 �2.6

[a] Thermodynamic data for more complexation processes are reported
in ref. [20].
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�1.3 kcalmol�1 (303 K, Table 3). Thus, the apolar binding
strength increases consistently from apolar to dipolar aprotic
solvents, to protic solvents, and to water. Since complex 4 has
nearly the same geometry in all solvents, the measured
modulation of association strength is mostly solvent-control-
led.[49]

A strong linear free-energy relationship was found to exist
between the free enthalpy of formation of complex 4 and the
solvent polarity parameter ET(30)[50] of the various solvents
investigated, including water.[48] Thus, the apolar complex-
ation-promoting characteristics of water can be correlated
with such characteristics of other solvents (as expressed by
ET(30)) and are predictable solely on the basis of physical
constants and properties. Linear free-energy relationships
with ET(30) or related empirical solvent parameters have also
been useful in describing the solvent dependencies of other
host–guest complexation processes,[12,48,51] conformational
reorganizations,[52] and chemical transformations.[53]

A calorimetric study (Table 3) revealed that the formation
of complex 4 is enthalpy driven in all solvents.[13,14] The
complexation in alcohols are the most exothermic and, in
general, the enthalpic driving force decreases from polar
protic solvents, to dipolar aprotic solvents, and to apolar
solvents. Correspondingly, the complexation entropy
becomes increasingly less favorable as the exothermicity
increases, which results in a strong enthalpy–entropy com-
pensation. This calorimetric investigation, which revealed the
thermodynamic signatures for arene complexation in solvents
of all polarities, provided substantial support for our explan-
ation of the nonclassical hydrophobic effect.

2.3. The Nonclassical Hydrophobic Effect

We identified favorable changes in solvent cohesive
interactions and a gain in dispersion interactions as the
main components of the enthalpic driving force for apolar

complexation in aqueous solution, that is, the nonclassical
hydrophobic effect.[12–15] Thus, the stability of complex 4
(Table 3) is highest and the complexation enthalpy the most
favorable in solvents characterized by high cohesive inter-
actions and low molecular polarizability.

Solvents with high cohesive interactions prefer to interact
with bulk solvent molecules rather than to solvate the
complementary apolar surfaces of host and guest molecules.
We proposed that “water molecules around apolar surfaces
participate in fewer strong hydrogen bonds than bulk solvent
molecules”.[54] Therefore, enthalpy is gained upon release of
surface-solvating molecules to the bulk during the complex-
ation step. Water has the highest cohesive interactions and,
therefore, the enthalpic driving force in this solvent is
particularly favorable. Saenger, in his seminal review on
cyclodextrin complexation in 1980, already stated correctly
that water molecules solvating the cavities of the receptors
are higher in energy than water molecules in the bulk
solvent.[55]

A similar explanation for the role of internal solvent-
cohesive interactions in promoting apolar binding processes
in water had already been proposed by Sinanoglu as early as
in 1968.[56] As a result of the strong cohesive forces in water,
energy is required to create a cavity in the bulk liquid to
accommodate an apolar guest molecule. Such cavities are also
created when water molecules enter the binding site of the
free host for solvation. Other authors have also pointed to the
unfavorable energetics for cavitation in pure solvent.[18,57]

Free-enthalpy calculations on the pyrene complex 4 in
water and chloroform indeed provided impressive support
for the major role of internal solvent-cohesive interactions.[49]

This computational study revealed that the key process which
determines the difference in binding in the two solvents
(DDGo= 7.1 kcalmol�1; Table 3) is the elimination of pyrene
molecules from the solvent and not directly the cyclophane–
pyrene interactions, which are of similar magnitude in both
solvents. From the calculated difference in the free enthalpy
of complexation between water and chloroform (DDG=

10.2 kcalmol�1), 8.6 kcalmol�1, that is, about 84%, is caused
by the differences in the free enthalpy of solvation of the
pyrene molecule in the two solvents!

Recent computational studies provide further evidence
for the importance of the proposed large contribution of
solvent-cohesive interactions to enthalpy-controlled apolar
binding processes. Rossky and co-workers[58] carried out
simulations of the hydration structure of the aromatic binding
pocket at the active site of the digestive serine protease a-
chymotrypsin. They found that the highly constrained con-
cave geometry of the pocket prevents the formation of a
hydrogen-bonding network between the solvating molecules.
Correspondingly, solvent displacement by the incoming sub-
strate is associated with a large enthalpic driving force.

Southall and Dill[59] observed in Monte Carlo simulations
a large dependence of the hydration efficiency on the shape
and curvature of the solute. Small solutes, for which the
classical hydrophobic effect was derived, undergo an ordered
“iceberg”-like solvation (characterized by DS! 0) to avoid
breaking H bonds. In contrast, the geometry of larger non-
polar solutes, in particular planar ones such as arenes, force

Table 3: Thermodynamic characteristics for the formation of complex 4
in solvents of differing polarity.[14]

Solvent DGo303K
[kcalmol�1]

DHo
303K

[kcalmol�1]
TDSo303K
[kcalmol�1]

water �9.4 – –
2,2,2-trifluoroethanol �7.8 �20.0 �12.2
ethylene glycol �7.3 – –
methanol �6.4 �12.0 �5.6
formamide �6.2 – –
ethanol �6.1 �11.0 �4.9
N-methylacetamide �5.8 �9.0 �3.2
N-methylformamide �5.1 �5.6 �0.5
N,N-dimethylacetamide �4.4 �2.0 +2.4
acetone �4.3 �6.6 �2.3
dimethyl sulfoxide �3.9 �6.4 �2.5
N,N-dimethylformamide �2.9 �3.7 �0.8
dichloromethane �2.9 – –
tetrahydrofuran �2.7 �3.0 �0.3
chloroform �2.3 �3.1 �0.8
benzene �1.5 �0.8 +0.7
carbon disulfide �1.3 – –
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first-shell water molecules to break their H bonds (DHo@ 0).
This study also analyzes in greater detail the origin of the
negative changes in heat capacity accompanying apolar
binding processes in water. Similar conclusions with respect
to topography-dependent H-bonding sacrifices upon the
hydration of apolar surfaces have also been drawn by other
authors.[60]

A second major contribution to the favorable enthalpic
driving force in water results from the substitution of less
favorable dispersion interactions between water molecules
and the complementary surfaces of the host and guest
molecules by more favorable dispersion interactions between
the hydrocarbon surfaces in the complex.[12–15,48,61] The
attractive B term in the Lennard–Jones potential [Eq. (1);
U : potential energy] that describes the London dispersion
interactions is directly proportional to the polarizability a
[;3] of the interacting atoms and groups [Slater–Kirkwood
equation (2); a : polarizability, e : charge on an electron, m :
mass of an electron, �h: Dirac's constant, N : effective number
of electrons in the outer shell].[62]

U ¼ A
r12

�B
r6

ð1Þ

B ¼
3=2eð�h=m1=2Þaiaj

ðai=NiÞ1=2 þ ðaj=NjÞ1=2
ð2Þ

At constant distances between interacting atoms, attrac-
tive dispersion interactions increase with increasing atom
polarizability. The constituents of water (O: a= 0.84 ;3; HO:
a= 1.20 ;3) have much lower polarizabilities than hydro-
carbon groups (CH2: a= 1.77 ;3; CH3: a= 2.17 ;3; aromatic
CH: a= 2.07 ;3).[62] Therefore, the dispersion forces between
water molecules and a hydrocarbon surface are weaker than
those between two hydrocarbon surfaces. Thus, upon apolar
complexation, less favorable water–solute contacts are
replaced by more favorable contacts between the surfaces
of the binding partners. The importance of molecular polar-
izability for apolar binding in water has also been recognized
in other investigations.[26,27,63]

The tightness of the fit between the associating molecules
affects the thermodynamic characteristics of host–guest bind-
ing.[24, 25,27,64,65] Efting and co-workers showed in calorimetric
studies that tight inclusion of apolar aromatic and aliphatic
guests in the smaller cavity of a-cyclodextrin at 298 K is
characterized by a much larger enthalpic driving force than
the inclusion of the same guest in the wider cavity of b-
cyclodextrin.[24,25,64] In some cases involving aliphatic guests,
changing from the smaller to the larger binding site was
associated with a change from an enthalpy- to an entropy-
driven process. The strongly distance-dependent (ca. 1/r6)
attractive van der Waals interactions between the host and
guest in a tight complex[66] are much more effective than in a
loose complex, whereas translational and rotational degrees
of freedom of the interacting partners become substantially
reduced. A loose association, on the other hand, is predom-
inately driven by the desolvation entropy.

In view of the lack of calorimetric data for apolar
complexation processes of biological and chemical systems

in water, we suggested around 1990[10,12–15] that characterizing
apolar binding processes in water as hydrophobically driven
should not imply a predominant enthalpic or entropic driving
force. However, it is also becoming increasingly clear that
tight complexation in deep apolar pockets of biological and
synthetic receptors is mostly enthalpy driven, that is, obeys
the nonclassical hydrophobic effect.

3.What Do We Learn from Crystals?

A crystal is an ordered supramolecular system, and
according to Dunitz “a supermolecule par excellence”.[67] X-
ray crystallography provides accurate information on the
structures of molecular complexes and the nature of the
nonbonded interactions between the binding partners in the
solid state. This technique has become a central one in
molecular recognition studies.

Rational drug design, as a biological extension of the
supramolecular sciences, is increasingly dependent on avail-
able protein crystal structures taken from the Protein Data
Bank (PDB) or in-house databases.[68] In addition, new
programs, such as Isostar,[69a] SuperStar,[69b] and the impres-
sive Relibase,[69c] permit the systematic investigation of
protein–protein or protein–ligand interactions. The use of
the Cambridge Structural Database (CSD) is also important
for the life sciences.[70] Both sets of databases are growing at
an exponential rate,[71] and have been vaults for finding
information on chemical interactions: they have been the
basis for extensive investigations of classical H bonds in the
past,[72,73] and more recently have been used to explore
weaker H bonds, such as C�H···O, C�H···N, and C�H···Cl.[74]
Directionality, energetics, distance relative to van der Waals
radii, and bond length are useful criteria for classifying
H bonds. In this context, the C�H/p interaction between
aromatic rings has been defined as an H bond (see Section 5).
Moreover, although of controversial importance, the C�H···O
hydrogen bond remains a prominent example because of its
wide occurrence in crystal structures and its postulated
structural role in biology.[75] We shall conclude these intro-
ductory remarks with the statement that “atoms have to go
somewhere”, a perhaps discouraging view of a crystallization
process, but one that reminds us of the maximization of
dispersive and minimization of repulsive interactions in
crystals—“real” and measurable structure-determining proc-
esses—that need to be considered when describing weak
intermolecular forces.[76]

Parallels can be drawn between molecular recognition
events that occur within model systems in the liquid phase and
those that define the supramolecular nature of a molecular
network in the solid state. The crystal structure of benzene
laid the structural basis for recognizing attractive interactions
between aromatic rings (Section 4).[77] Benzene crystallizes in
the space group Pbca, with four molecules in the unit cell, and
each molecule being surrounded by twelve neighbors. Three
types of next-neighbor interactions are observed (Figure 5):
The most favorable interaction is the edge-to-face arrange-
ment with a distance of 5.025 ; between the ring centers.
However, as pointed out by Williams and Xiao,[78] none of the
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pairs in the benzene crystal corresponds to the lowest energy
arrangements observed in the gas-phase dimer. This discrep-
ancy arises from the presence of several nearest neighbor
molecules in the vicinity of an individual benzene molecule
and of long-range intermolecular interactions in the solid
state. Modifications to the benzene lattice structure have been
realized experimentally by using different pressures, with
many of the attempts being made with the aim of predicting
the resulting crystal structure.[79] The search for polymorphic
structures facilitates a deeper understanding of the thermo-
dynamics of crystallization and comparisons with predicted
models. The smaller polycyclic aromatic hydrocarbons
(PAHs), such as naphthalene or pyrene, prefer T-shaped
interaction geometries, similar to benzene. The larger aro-
matic molecules (such as coronene, kekulene, or hexabenzo-
coronene) show offset p–p stacking, since for these molecules
there is a substantial gain in dispersion interactions that
results from the contact of such large polarizable surfaces. In
each of these crystals, however, there also exist edge-to-face
interactions between molecules of neighboring stacks in the
so-called “herringbone pattern”.

The crystal structure of benzene, in a least-squares
superimposition, was matched geometrically with the struc-
ture of an inclusion complex of cyclophane 5 with benzene
(Figure 6).[80] This study revealed that the interactions of the
benzene rings in the host with the included benzene ring are
similar to those seen between nearest neighbors in crystalline
benzene. Klebe and Diederich concluded that the self-
recognition of molecules in the solid state provides a guide
for the design of hosts that are specific receptors for the
molecule in question. This analysis has been useful for

modeling a pseudoreceptor during drug design.[81] The
analysis of the benzene crystal has been extended to other
systems displaying similar packing modes, such as the self-
assembling cyclic peptide nanocylinders of Bong and Gha-
diri.[82]

The Holy Grail of crystallography remains the prediction
of crystal structures from molecular structures.[83] The last
workshop held on this subject produced only a few correct
predictions, which emphasizes how limited our knowledge is
in this area.[84] The problem of crystal-structure prediction has
been recognized as more complex than originally thought, but
steady progress has been made. By considering molecular
size, shape, stoichiometry, and topology; Desiraju and Gav-
ezotti were able to assign a set of 32 PAHs into four different
crystal packings.[85] Correlations between molecular size,
packing energy, and other crystal properties made it possible
to predict physical properties, such as sublimation enthalpy
and density of unknown aromatic hydrocarbons.[76]

Crystal engineering has enabled connections between
molecular and supramolecular structure to be established on
the basis of intermolecular interactions.[86] In this context,
supramolecular synthons have been defined as structural
units within supermolecules that can be formed and/or
assembled by known or conceivable synthetic operations
involving intermolecular interactions. The aryl–aryl synthons,
for example, are based on edge-to-face and stacking arrange-
ments of two aromatic rings. An example of an application of
the latter lies in the topochemical solid-state synthesis of 3,4-
diphenyl-substituted cyclobutane-1,2-dicarboxylic acids using
the attractive interactions between aromatic donor and
acceptor moieties.[87]

Figure 5. Two orthogonal views (upper and lower rows) of the basic next-neighbor motifs in crystalline benzene (Pbca). Left: most favorable edge-
to-face orientation with a center-to-center distance of 5.025 J; rings located at (0,0,0) and (1=2,0,

1=2) in the unit cell. Middle: dimer with perpendicu-
lar arrangement but a larger offset (5.986 J, rings at (0,0,0) and (1=2,

1=2,0)). Right: pairing with inclined ring moieties (5.812 J, rings at (0,0,0) and
(0,1=2,

1=2)); Reprinted with permission from The Royal Society (London).[80]
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4. Arene–Arene Interactions

4.1. Biological Relevance

Arene–arene interactions play an essential role in the
structure of biological macromolecules such as DNA and
proteins, as well as in their interaction with small molecules.[88]

However, their weak and poorly directional character hin-
dered for some time the development of a general, structural,
and energetic model for their description.[89]

Interactions between aromatic amino acid side chains are
abundant in proteins, as shown by the pioneering work of
Burley and Petsko.[6,90] They demonstrated in a study involv-
ing 34 proteins that on average 60% of aromatic side chains
(Phe, Trp, Tyr) are involved in p–p interactions, where the
predominant arrangement was found to be the T-shaped
edge-to-face structure 6 (Figure 7). McGaughey, et al.
extended the analysis to a larger sample of proteins and
suggested that the parallel-displaced geometry 7 was a
preferred orientation.[91] Remarkably, none of these studies
described the face-to-face geometry 8.

Several other statistical analyses of PDB structures have
elucidated the preferential arrangement of specific aromatic
amino acid pairs in proteins or a-helices.[92,93] When these
results are combined with computational work, the general
view is a competition between stacked and T-shaped com-
plexes; however, an uneven distribution can be seen depend-
ing on the aromatic amino acid pair analyzed, the distance of
the two aromatic rings, their location in the protein (in the
core or on the surface), and whether clustering of the
aromatic amino acids is involved.[94]

Although p–p interactions are accepted as weak, they
have been recognized to play an important role in the
folding[93] and the thermal stability of proteins.[95] Other
biological contributions are noteworthy. The recent literature
provides several illustrative examples: Edge-to-face interac-
tions are implicated in the decrease of the pKa value of Tyr9,
which is located in the vicinity of Phe10 in the active site of
glutathione S-transferase A1-1. This enzyme catalyzes the
conjugation of glutathione to electrophilic substrates (drugs,
toxins, endogenous compounds).[96] Stacking interactions play
an essential role in mRNA-cap recognition by proteins (in
combination with cation–p interactions, see Figure 4 and
Section 6),[97] in the arrangement of porphyrin units in water
or inside proteins,[98] in the binding of carotenoids in a light-
harvesting complex,[99] and have been suggested to govern the
self-assembly of amyloid fibrils.[100] Introduction of aromatic
side chains in a hairpin motif of a de novo designed b sheet
produces an enthalpy-driven interaction between
b strands.[101] The self-association of a 12-residue b hairpin
through aromatic side chains was investigated, and the
Phe–Phe pair that are found in an edge-to-face geometry
gave an increment in the interaction free enthalpy of
�0.55 kcalmol�1.[102] This value is similar in magnitude to
that found by double mutant cycles in the cold-shock protein
CspA (Phe!Leu),[103] but lower than what has been pre-
viously observed in barnase by Fersht and co-workers (Tyr!
Ala, �1.3 kcalmol�1).[104] Moreover, the Phe–Phe interaction
can stabilize monomeric a helices by up to DG=

�0.8 kcalmol�1, as determined recently by circular dichroism
studies.[105]

Figure 6. Superimposition of a subset from the packing of crystalline
benzene (empty bonds, classified by their centering in the crystal pack-
ing) with the molecular structure of the benzene·5 complex in the crys-
tal (solid bond). Mutual center-to-center distances between the aro-
matic rings in the cyclophane complex are given.[80]

Figure 7. Proposed lowest energy structures of the benzene dimer. d :
distance between planes, R1: lateral offset.
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4.2. Geometrical and Energetic Aspects

The benzene dimer has often been chosen as a model
system for the investigation of p–p interactions. The earliest
gas-phase studies began with the work of the Klemperer
research group who deduced, by using molecular beam
spectroscopy, there was an edge-to-face arrangement between
neighboring molecules.[106] This T-shaped arrangement has
been confirmed in a large number of experimental studies.
Although the observed intermolecular arrangements have
been shown to be often dependent upon the experimental
technique used,[107] the T-shaped motif also appears as the
preferred one for both liquid benzene (as revealed by
1H NMR investigations)[108] and, as seen in Section 3, for
benzene in the crystal.

Molecular mechanics, ab initio, and density functional
calculations at several levels of theory have been employed to
describe and predict the structure of the benzene dimer.[109]

Different minima have been proposed, where the interaction
energy is often dependent on the method used.[110] Very recent
calculations gave two nearly isoenergetic minima for the
edge-to-face and parallel-displaced arrangements with values
for the CCSD(T) (coupled cluster calculation with single and
double substitutions with noniterative triple excitations)
interaction energy of De=�2.48 and �2.46 kcalmol�1,
respectively.[111] This low calculated difference in binding
energy is in good qualitative agreement with the observation
that no strong preference for either arrangement has been
found for Phe, Tyr, and Trp side chains in proteins. Exper-
imental measurements in the gas phase have shown the
stabilization enthalpy of the benzene dimer to range from
D0=�1.6� 0.2 kcal[112] to �2.4� 0.4 kcal.[113] Finally, the
sandwich structure 8 (Figure 7) is more unfavorable (De=

�1.48 kcalmol�1) than the other two, even though it is an
energy minimum and still attractive in nature. The energy
barriers for interconversion of the three most stable minima
geometries are very low, and hence they are in dynamic
equilibrium.[114] We should mention the geometric values that
describe the most stable arrangements 6 and 7. Structure 6 has
an experimentally determined ring-center separation of
4.96 ;, with the partially positively charged H atom pointing
perpendicular into the partially negatively charged center of
the second ring (Figure 7). The parallel-displaced stacking
dimer 7 has an interplanar distance d of 3.4–3.6 ; with a
displacement R1= 1.6–1.8 ;. The application of ab initio
techniques to even larger polycyclic aromatic hydrocarbon
dimers has upheld the arrangement seen in the corresponding
crystal structures (Section 3).[115]

It is nowadays recognized that London dispersion inter-
actions are the major source of stabilization energy between
two aromatic molecules; however, the electrostatic compo-
nent associated with the large quadrupole moment[116] of
benzene (�28.3 B 10�40 Cm2)[117] is an influential factor in
determining the geometry of the interaction. For example, the
parallel-displaced arrangement is a compromise between
optimal surface overlap that maximizes the dispersive attrac-
tion (distance dependency r�6) and quadrupole moment
positioning (r�5). Short-range repulsive interactions (Pauli-
exchange/repulsion forces) also influence the interplanar

distance.[118] Assessment of these binding interactions in
aqueous solution is complicated by additional hydrophobic
effects; these of course lead to apolar complexation or to
intramolecular hydrophobic collapse (Section 2).[119] A
deeper view of the solvent-dependency of the interaction
energy in the benzene dimer is available from computational
studies. The calculated Gibbs free energy minimum (DG) for
the benzene dimer in liquid benzene, chloroform, and water is
�0.4, �1.0, and �1.5 kcalmol�1, respectively.[120] Thus, there
appears to be a solvophobic enhancement of the binding on
progression to more polar solvents. The more favorable gas-
phase interaction is considerably dampened by solvent
competition and entropic effects.[120] Finally, it is interesting
to note that the T-shaped structure has been confirmed
through computational investigations to be an energetic
minimum in aqueous solutions.[121,122]

The parallel-stacked arrangement 8 that would permit a
HOMO–LUMO charge-transfer interaction is estimated to
be 0.7–1.5 kcalmol�1 (gas phase or aqueous solution) less
stable than the T form.[122] This geometry is unfavorable
because of repulsive interactions between the negatively
charged electron clouds or quadrupole moments of equal
sign.

The benzene dimer is not necessarily a good model for the
p–p interaction since polarization or enlargement of the
p system changes the preferred intermolecular arrangement
dramatically. To this end, the toluene dimer has been shown
to have stacked arrangements as global minima as a result of a
small dipole originating from the methyl group. Toluene has,
therefore, been proposed as an improved model for phenyl-
alanine for the study of p–p interactions in proteins.[122,123]

4.3. Experimental Study of p–p Interactions
4.3.1. Background Information

We have shown that one of our cyclophane receptors
(similar to 1 (Section 2) but with the eight MeO groups
exchanged forMe groups) is able to complex 2,6-disubstituted
naphthalene derivatives in CD3OD, with the cavity-bound
guests undergoing both edge-to-face and p-stacking interac-
tions with the receptor.[124] Complementarity between the
electron-rich host and electron-poor guests led to particularly
stable association (for example, Ka= 280m�1, �DG=

3.4 kcalmol�1 for the complex of 2,7-dicyanonaphthalene as
compared to Ka= 50m�1, �DG= 2.3 kcalmol�1 for the com-
plex of 2,7-dimethoxynaphthalene; T= 303 K), which stresses
the importance of polar contributions in p–p interactions.[125]

KlPrner and co-workers have shown that the convex-
concave topology of aromatic surfaces influences the binding
properties of tweezer-shaped receptors.[126a] Computational
methods at different levels of theory have been used to
generate electrostatic potential surfaces for both the convex
and concave faces (Figure 8). The results are striking: the
concave surface features convergent p-electron systems
(Figure 8c) that lead to a considerably larger negative
potential within the tweezer's interior than at the exterior.
This observation explains the experimentally observed high
preference of receptor 9 (Figure 8b) for complexing electron-
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deficient guests in its interior in a position parallel to the
central naphthalene spacer.[126b] This result demonstrates the
importance of molecular receptor topology: evaluation of
host–guest complexation processes needs to take into account
the complementarity of both the shape and molecular
electrostatic potential (MEP). This principle has been
employed to rationalize the complexation behavior of various
curved aromatic hosts and even cyclic peptides.[127, 128]

In 1990 Hunter and Sanders developed a simple electro-
static model where a set of point charges is used to represent
the electrostatic charge distribution in a p system. Useful
general rules have been derived from this work for a
qualitative understanding of p–p interactions.[129] The key
feature of the model is that it considers p electrons and the s-
bonding system separately, and reveals p–p repulsions and
p–s attractions to be the governing factors in the interaction
between two aromatic molecules. This model has been
challenged recently by ab initio studies, which contend it
should be sufficient to recognize solely the role of molecular
quadrupoles when describing aromatic interactions.[130]

4.3.2. Edge-to-Face Interactions

Many chemical model systems have been designed to
investigate both edge-to-face and p-stacking geometries of
interacting aromatic rings, and a plethora of receptors, in
particular cyclophanes, have demonstrated these arrange-
ments during complexation.[2,9–16,126,131] The intermolecular
edge-to-face aromatic interactions have been analyzed by
Hunter and co-workers using chemical double-mutant
cycles.[132] This elegant method allows individual assignment
of the contribution from T-shaped interactions between
differently substituted terminal phenyl rings in the host
(substituent X) and guest (substituent Y) to the overall
binding free enthalpy in the molecular zipper complexes 10
(Figure 9). The obtained increment in free enthalpy for the
edge-to-face interaction, DDG, is on average �0.3 kcalmol�1
(for X=Y=H) and is sensitive to the nature of the
substituents on the aromatic rings, and varies from unfavor-
able (DDG=++ 0.29 kcalmol�1 when X=NO2 and Y=NO2)
to favorable (�1.1 kcalmol�1 when X=NO2 and Y=

NMe2).[133] Thus, the highest edge-to-face attraction is found
when an electron-attracting substituent renders the interact-
ing H atom more acidic (higher positive partial charge) and
an electron-donating substituent increases the basicity (p-
electron density) of the interacting p system. Equation (3) in
Figure 9 gives the relationship between the Hammett sub-
stituent constants s and the observed interaction energies for
this system: In addition to the attraction between the partially
positively charged edge H atoms (of the host) with the
terminal aromatic ring (of the guest), the crucial influence of
the global dipoles can be seen (cross-term 5.2cos(f)sXsY).
However, the incremental free enthalpy values DDG are not
likely to be universal values for edge-to-face interactions
between aromatic rings as a result of the lack of rigidity in the
zipper complex, as pointed out by MartRnez et al.[134]

Wilcox and co-workers developed the molecular torsion
balance 11 based on rotational isomerism (Figure 10) to
quantify edge-to-face interactions.[135] The following findings
were made in this study that was recently reviewed:[136] 1) The
folded conformation in a series of phenyl esters (X in 11: Me)
is preferred by �DG8= 0.4 to 0.65 kcalmol�1 (298 K), with
the variation depending on the nature of substitution on the
phenyl ring (0.24 kcalmol�1 for the p-methoxyphenyl ester,
and 0.65 kcalmol�1 for the p-nitrophenyl ester). 2) The folded
conformation of the corresponding cyclohexyl ester was also
stabilized to a similar extent (0.37 kcalmol�1). 3) Variation of
the substituent X in 11 from donor (NH2) to acceptor (CN)
did not affect the magnitude of the energetic preference for
the folded conformation (DG=�0.18 to �0.30 kcalmol�1).
4) The folding of isopropyl ester 12 (Figure 10b) was more
exergonic (DG=�0.34 to �0.64 kcalmol�1, depending on
substituent X) than the folding of the phenyl ester. These
results support the notion that dispersion, and not electro-
static forces, are largely responsible for the attractive edge-to-
face interaction. However, computational investigations sug-
gested that the preference for the folded state arising from the
aromatic interactions could have been underestimated.[137a,b]

The calculations showed that differences in the solvent-
accessible surfaces of the two conformations in 11 may push

Figure 8. a) Electrostatic potential surfaces of molecular tweezers with
benzene (left) and naphthalene (right) spacers developed by KlKrner
and co-workers (top) and aromatic guests (bottom, from left to right:
benzene, p-difluorobenzene, p-dicyanobenzene, p-dinitrobenzene, and
7,7,8,8-tetracyanoquinodimethane) calculated by semiempirical meth-
ods. The color code spans from �25 (red) to +25 kcalmol�1 (blue).
b) Receptor 9 for which the electrostatic potential surface is shown in
(a). c) Schematic representation of the interaction of a positive test
charge with nonconjugated “idealized” sp2 C atoms with linear (left)
and concave geometry (right).[126a]
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the equilibrium toward the unfolded state; thus, a more
favorable free enthalpy of interaction might be expected
when solvent effects are fully considered.[137c]

Clearly, solvent effects greatly increase the challenge—
not only in computational work but also in studies of elegantly
designed supramolecular model systems—to quantify a single
individual intermolecular bonding interaction, such as an
edge-to-face aromatic contact. Over the past few years we
have recognized this challenge with model systems, and have
complemented our molecular-recognition studies on synthetic
receptors with the analysis of intermolecular interactions in
structurally well-defined enzyme–inhibitor complexes. In this
approach, we introduce defined mutations in substrates that
form complexes of similar geometry with the biological
receptor (which we prove by X-ray crystallography) and
evaluate the differences in binding free enthalpy, thereby
obtaining valuable information on the magnitude of individ-
ual intermolecular interactions.

We found for a series of inhibitors of thrombin (such as
the one shown in Figure 3, Section 1) that measured changes
in binding free enthalpy can be directly correlated with the
bonding contributions of individual substituents of the
inhibitors.[5] Thus, similar binding affinities were obtained
for the benzyl- and cyclohexylmethyl-substituted inhibitors 13
(inhibition constant Ki= 220 nm) and 14 (Ki= 350 nm) that
adopt an edge-to-face geometry with respect to Trp215 in the
D pocket of the enzyme active site (Figure 3).[138] This result
suggests, in agreement with the studies of Wilcox and co-
workers, that specific electrostatic C�H/p interactions need

Figure 10. a) Molecular torsional balance 11 described by Wilcox and
co-workers to quantify aromatic edge-to-face interactions. T-shaped
aromatic interactions are effective only in the folded conformation.[135]

b) Preferred folded state of isopropyl ester 12. X=NO2, CN, I, Br, Me,
OH, NH2.

Figure 9. Chemical double-mutant cycle by Hunter and co-workers for probing the magnitude (DDG) of the edge-to-face aromatic interaction
between the terminal phenyl rings of molecular zipper 10 and isophthalic acid diamide guests.[132,133]

Interactions with Arenes
Angewandte

Chemie

1221Angew. Chem. Int. Ed. 2003, 42, 1210 – 1250



not be invoked. Model investigations by Turk and Smithrud
also came to the conclusion that aliphatic–aromatic and
aromatic–aromatic edge-to-face contacts provide similar
energetic stabilization.[139]

Clearly, there remains some controversy with respect to
the directional, electrostatic component of the edge-to-face
interactions, which have been identified in a variety of X-ray
crystal structures of other protein–inhibitor complexes.[140] We
presume that a substantial electrostatic component of the
interaction, in addition to the dominating dispersion term,
only exists if the partial positive charge on the interacting
edge H atoms is substantially enhanced by strong electron-
withdrawing ortho- and/or para substituents, which the aro-
matic amino acid side chains are lacking.

4.3.3. The C�H/p Interaction

Although the attraction between arenes, alkenes, or
alkynes with hydrocarbons (the C�H/p interaction) is not
an interaction between aromatic rings, it should be briefly
discussed here, in view of its similarity to the edge-to-face
aromatic interaction. The C�H/p interaction, while consid-
erably weaker than classical H bonding, also plays notable
structure-determining and structure-stabilizing roles through-
out chemistry and biology.[141,142] High-level ab initio calcu-
lations of benzene–hydrocarbon complexes give interaction
energies (De) of �1.82, �2.06, and �2.83 kcalmol�1 for the
ethane, ethylene, and acetylene complexes, respectively, with
benzene.[143] An increase in the electrostatic contribution
upon changing from ethane (�0.17 kcalmol�1) to acetylene
(�2.01 kcalmol�1) clearly reflects the differences in the
hybridization state and the acidity of the C�H residue
participating in the binding.[143] Even for alkanes, the ori-
entation of the C�H bond toward the ring center is controlled
to some extent by the relatively weak, but directional
electrostatic interaction; however, the dispersion term pro-
vides the major source of attraction in all the complexes.

We limit our discussion of C�H/p interactions to a few
examples since the field is comprehensively and continuously
overviewed by Nishio et al., who published a pertinent
monograph on the subject and provide a constantly updated
reference list on the internet.[144, 145] The C�H residues of
sugars have been shown in many X-ray crystal structures of
protein complexes to undergo interactions with aromatic
amino acid side chains. A beautiful example of C�H/
p interactions in biology is provided by the complex of the
d-galactose/d-glucose binding protein with b-d-glucose, in
which the aromatic side chains of Trp183 (on the b face) and
Phe16 (on the a face) sandwich the hexose ring at van der -
Waals distance (Figure 11).[146] The sugar C�H residues have a

significant partial positive charge on their H atoms as a
consequence of an inductive effect provided by the neighbor-
ing O and OH groups which should enhance their interactions
with the aromatic rings.

As a second example for the ubiquitous C�H/p interac-
tions, we refer to the close contacts (3.3–4.1 ;) established by
the isopropyl group of our thrombin inhibitor with the
aromatic rings of Tyr60A and Trp60D in the narrow P pocket
of the enzyme (Figure 3).[5]

4.3.4. Stacking Interactions

The other important arrangement of aromatic rings,
besides the edge-to-face contact, is the parallel alignment. It
is well known that two aromatic partners, one bearing strong
electron-donor and the other strong electron-acceptor groups,
form parallel stacking complexes in solution and often in the
solid state, with the geometry largely determined by molec-
ular orbital interactions (charge-transfer complexes). On the
other hand, few chemical model systems have been designed
to evaluate the optimum orientation, the role of substitution,
and the underlying forces in the attraction of aromatic rings
which do not differ greatly in their ionization potential (and
electron affinity).

The forced face-to-face arrangement in 1,8-diarylnaph-
thalenes has offered the possibility to investigate the stacking
interactions of substituted aromatic rings (Figure 12a).
1H NMR measurements by Cozzi and Siegel of the barrier
to rotation about the aryl–naphthyl bond in (CD3)2SO
demonstrated there was a linear relationship between the
barrier of rotation DG� and the Hammett parameter spara.[147]

The barrier to rotation depends on the strength of the
parallel-stacked interaction in the ground state, which is much
larger when the substituent X is electron withdrawing (X=

NO2: DG�= 17.3 kcalmol�1) than if X is electron donating
(X=MeO: DG�= 13.9 kcalmol�1). This finding that elec-
tron-deficient rings prefer stacking interactions over electron-
rich ones is in agreement with the electrostatic model by
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Figure 11. Complexation of b-d-glucose by the d-galactose/d-glucose
binding protein (PDB code: 2GBP).[146]
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Hunter and Sanders.[129] The term “polar/p” interaction was
introduced to emphasize the importance of the electrostatic
term in p stacking and the fact that the aromatic ring with the
substituent X possesses a distinctly polar character. This
support for the relevance of polar, electrostatic effects in
p–p stacking is in good agreement with the semiempirical
AM1 study of the conformational equilibria performed on cis-
1,3-diphenylcyclohexanes.[148]

1H NMR spectroscopic measurements in water were
carried out by Rashkin and Waters to determine the barriers
to rotation about the biaryl bond in pyridinium bromides 15
(Figure 12b) which, according to ab initio geometry optimi-
zation studies, features an offset stacking arrangement
between the fluorinated phenyl and the benzyl ring.[149] In
agreement with the results obtained by Siegel and co-workers,
they found a rise in the barrier of rotation when the
para substituent X in the benzyl ring was changed from
electron donating (Me) to electron accepting (NO2). This
effect was even more pronounced when the nitro group was in
the meta position; the authors explained this effect by
interannular electrostatic attraction between the nitro group
and H atoms of the fluorinated phenyl ring.

It is often possible to rationalize stacking interactions by
considering the quadrupole moments of the aromatic part-
ners, or alternatively through visualization of the molecular
electrostatic potentials (MEPs). Examples are anthracene–
dinitrobenzene conjugates with flexible spacers (which prefer
to adopt U-shaped conformations),[150] stacks formed by
fluoroaromatic compounds (Section 7), and multichromo-
phoric oligomers which fold into a pleated structure in water
as a result of interactions between alternating electron-rich
(1,5-dialkoxynaphthalene) and electron-poor (1,4,5,8-naph-
thalenetetracarboxylic diimide) moieties.[151] Although the
latter system exhibits a strong charge-transfer band, the
driving forces for formation of such “charge-transfer com-
plexes” are mainly dispersion and dipolar interactions as well
as—in water—hydrophobic effects. Charge transfer contrib-
utes very little to ground-state stabilization, but is very
effective in the excited state.

4.3.5. Aromatic Interactions Involving Heteroaromatic
Compounds

The tetracationic cyclophane 16 is one of the most
versatile hosts known for the inclusion complexation of
electron-rich aromatic rings (such as dialkoxy-substituted

benzene and naphthalene derivatives or tetrathiafulvalene
(TTF))[152] and has been used by Stoddart and co-workers as a
fundamental component in the construction of a large
diversity of catenanes and rotaxanes. This work has already
been comprehensively reviewed.[153] The encapsulated p do-
nors undergo both p–p stacking with the two sandwiching
bipyridinium rings in 16—which includes a cation–p inter-
action component (Section 6)—as well as edge-to-face inter-
actions with the p-xylylene bridges.[154]

The introduction of heteroatoms into aromatic rings has a
significant influence on the p–p interaction. Electrostatic
attraction between atoms with positive or negative partial
charges[155] and the alignment of molecular dipoles become
important in determining how two or more heterocyclic
p systems interact. This has been nicely illustrated in molec-
ular-recognition studies with the 1-butylthymine receptors 17
and 18 by Hamilton and co-workers.[156] Whereas 17 forms a
solid-state complex in which thymine undergoes p stacking
with the naphthalene ring of the host, an edge-to-face
orientation is found in the complex of 18, with the naphtha-
lene ring adopting an orthogonal orientation with respect to
the host–guest H-bonding array (Figure 13). The geometrical
preferences are best explained by considering the distribution
of the electronic charge on the atoms of the thymine guest and
the naphthalene moiety of the host. In the stacking geometry
seen with 17, atom centers of opposite partial charges face
each other, which provides a favorable electrostatic stabiliza-
tion of the complex. On the other hand, a stacking complex of
18 would place centers of the same (+ or �) charge opposite
each other, which would destabilize the association. The edge-
to-face geometry is, therefore, adopted in the complex to
avoid this electrostatic repulsion.

Since attractive electrostatic interactions between atoms
of opposite partial charges often overcome the repulsion
between closed-shell p clouds, p–p-stacking interactions are
abundant between heterocyclic p systems. In addition, the
orientations of the molecular dipoles between the interacting
chromophores may play a prominent role in determining the
orientation of stacking heterocycles, as shown by Rotello and
co-workers for flavin–substrate recognition in chemical
model systems.[157] A nice example of heterocyclic p stacking
is provided by the ternary complex of the anticancer drug
1843U89 and dUMP formed at the active site of thymidylate
synthase (Figure 14).[158]

Many other receptors have been designed for complex-
ation by p–p stacking of nucleobases and related heteroar-
omatic systems.[159] Moreover, supramolecular architectures,
such as helices, have been constructed through stacking
interactions; the reader is referred to the pertinent literature
references.[160]
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Figure 12. Dynamic 1H NMR investigations of 1,8-diarylnaphtha-
lenes (a)[147] and pyridinium bromide 15 (b)[149] have provided
evidence for polar effects in aromatic stacking interactions.
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The geometries of DNA duplexes are largely determined
by H-bonded nucleobase pairing,[161a] offset base stacking at a
vertical base distance of 3.4 ;, the conformation of the sugar
backbone,[161b] the base sequence, the hydrophobic effect, and
presumably specific solvation patterns in the minor and major

grooves.[161c] The geometries of DNA duplexes have increas-
ingly been subjected to high-level theoretical calculations, and
the results have been summarized in a recent review.[162]

According to these studies, the stacking of nucleic acids in
the gas phase is dominated by dispersion forces. A terminal
(dangling) base has been reported to contribute up to
1 kcalmol�1 in stacking energy to the total stability of the
DNA duplex in water.[163] The main driving force for base
stacking in water, be it the hydrophobic effect, polar and
dipolar interactions, or dispersion forces, remains a matter of
some debate.[164]

Natural bases in the DNA duplex can be substituted by
apolar artificial ones (nucleobase isosteres) that do not
undergo Watson–Crick H bonding but fit geometrically and
electronically into the stacking base-pair array.[165] Further-
more, stacking is the dominant feature of DNA-intercalating
agents, such as nogalamycin, 9-aminoacridine, and ethidium
bromide.[166]

As was already shown in Figure 13 for the complex of 1-
butylthymine with the artificial receptor 18, p–p stacking and
edge-to-face interactions may also occur between H-bonding
arrays and aromatic or heteroaromatic rings.[156, 167,168] H-
bonding arrays such as those between the guanidinium
residue of Arg and the carboxylate of Glu or Asp are
planar and only require additional solvation within the plane.
Perpendicular to this plane they are rather apolar, and their
highly polarizable bonds enables them to undergo efficient
interactions with aromatic rings. To this end, Castellano et al.
provided X-ray structural evidence for p stacking (3.4 ;)
between a 9-ethyladenine molecule and the Hoogsteen H-
bonding array formed from an imide-type receptor designed
by Rebek and co-workers and a second adenine molecule
(Figure 15).[167]

However, attractive examples can also be found in the
crystal structures of proteins. Thus, Figure 16 shows the
stacking of Tyr970A parallel to the hydrogen-bonding net-
work formed between the side chains of Arg918A and
Asp969A in the furoloyl esterase module of xylanase10B.[169]

Related to this topic is the flanking of aromatic rings by
carboxylate groups, a positioning that can dramatically
influence their pKa values,[170] facilitate desolvation, and
promote the formation of salt bridges (see Section 6).[171]

Figure 13. X-ray crystal structures of the complexes formed by recep-
tors 17 (CSD code: VABVID; a) and 18 (CSD code: VABVOJ; b) with
1-butylthymine.[156] c) Consideration of atomic partial charge interac-
tions in the complexes explains the preference for the face-to-face ori-
entation in the complex of 17 as well as why 18 (2,3,6,7-tetramethoxy-
naphthalene as model for 18 interacting with 1-butylthymine)[156c]

avoids the stacking geometry.

Figure 14. Heterocyclic p stacking between dUMP and the anticancer
drug 1843U89 bound at the active site of thymidylate synthase (PDB
code: 1TSD).[158]

Figure 15. p Stacking over a H-bonding network in the solid-state
structure of the complex formed by H bonding between a Rebek imide-
type receptor and 9-ethyladenine (CCDC-167543).[167]
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The implications of p–p interactions in chemistry and
biology are broad, and we conclude this section by listing a
few additional examples. Aromatic–aromatic interactions can
play a key role in synthesis (for example, in asymmetric
induction),[172] in separation science (for example, in chiral
chromatography),[173] and transition-metal complexation.[174]

p–p Stacking has also recently been shown to be influential in
stereoselective epoxidations with m-chloroperbenzoic
acid;[175] in this study, polar/p effects similar to those reported
by Siegel and co-workers were observed.

5. Hydrogen Bonding to Aromatic p Systems

5.1. Introductory Remarks

Traditionally, hydrogen bonds have been defined as A�
H···B, wherein both the donor A and acceptor B are electro-
negative atoms, such as N, O, or F. Since there is no strictly
defined cut-off for an atom's ability to participate in hydrogen
bonding, this concept has been extended to weaker donor
atoms such as carbon (in all three hybridization states) or
unusual acceptors such as p systems.[74, 176] Commonly encoun-
tered hydrogen-bond energies calculated for gas-phase com-
plexes �0.5–1.5 kcalmol�1 for neutral C�H/p interactions to
greater than �10 kcalmol�1 for the strongest ionic H bonds
such as O�H···O� (�23 kcalmol�1) or F�H···F�

(�39 kcalmol�1).[74] As a comparison, the widely occurring
N�H···O (for example, in proteins) and O�H···O hydrogen
bonds (for example, in the water dimer) are considered to be
of intermediate strength, that is, about �5–7 kcalmol�1.[177,178]
The contribution of a hydrogen bond can be reduced
dramatically in solution or the solid state because of entropic
effects, solvation, or dielectric conditions imposed by the
environment.[179]

The energetically attractive contacts involving hydrogen-
bond donors and aromatic rings are called p-hydrogen bonds;
they are several kcalmol�1 weaker than classical H bonds. The
often observed contraction of the A�H bond in these
arrangements is opposite to what is observed for classical
H bonds, where the H-bond strength is proportional to the
elongation of the A�H bond. This contraction leads to a shift

of the A�H stretch to higher frequency in the IR spectrum,
and the bonds displaying this feature have been described as
anti-hydrogen bonds, and more recently, blue-shifting hydro-
gen bonds.[180]

5.2. Biological Aspects

Each amino acid has a potential N�H hydrogen-bond
donor in its backbone, and several possess additional donor
centers in their side chains (for example, Lys, Arg, Asn, Gln,
His), thus making N�H/p contacts statistically probable. One
of the earliest examples of an N�H/p interaction was seen by
Perutz et al. in the X-ray crystallographic study of the
interaction of hemoglobin with the drug bezafibrate. In this
association an asparagine side chain N�H residue points into
the center of the p-chlorobenzamide ring of the drug.[181]

Many other examples of X�H/p contacts (X=N, O, S)
occurring at a mean distance of X to centroid of the aromatic
ring of 3.2–3.8 ; can be found in proteins.[182] Peptides have
also been used as model systems to investigate the effect of
N�H/p interactions on the secondary structure of proteins.[183]
In this context, the crystal structure of bovine pancreatic
trypsin inhibitor (BPTI) has been solved and shown to display
a backbone N�H/p interaction between Gly37 and Tyr35
with an N···ring centroid distance of 3.5 ;. The other face of
the tyrosine ring interacts with the side chain NH2 group of
Asn44 at a distance of 3.5 ; (Figure 17a).[184]

A rare example of O�H/p hydrogen bonding in proteins is
provided by the complex of the enzyme glutathione trans-
ferase with glutathione (GSH), in which the side chain of
Thr13 is arranged face-on to the aromatic face of Tyr6
(Figure 17b).[185] This interaction decreases the pKa value of
the Tyr HO group and strengthens its hydrogen-bonding
capacity to the HS group of GSH, thereby influencing the
reactivity of the latter.[186] The occurrence of O�H/p and N�
H/p interactions in proteins has been investigated in detail
through several PDB searches.[187–191] Mitchell et al. showed
that there is a preference for sp2-hybridized nitrogen atoms to
be located above aromatic rings.[188] In this case, parallel

Figure 16. Parallel-stacking interaction between Tyr970A and the H-
bonding network between the side chains of Arg918A and Asp969A in
the feruloyl esterase module of xylanase10B (PDB code: 1GKK).[169]

Figure 17. a) N�H/p interaction in the bovine pancreatic trypsin inhibi-
tor (PDB code: 4PTI)[184] and b) O�H/p interaction in the complex of
glutathione transferase with glutathione (GSH; PDB code: 6GST).[185]
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stacking of N�H bonds is favored relative to the T-shaped
arrangement. Recently, Steiner and Koellner performed a
comprehensive structural analysis of X�H/p hydrogen bond-
ing in a set of 592 high-resolution protein crystal struc-
tures:[182] They found that about 1 out of 11 aromatic amino
acids acts as a p acceptor for H bonding with O�H, N�H, and
S�H donors, with the best aromatic acceptor being Trp. This
relatively high frequency, although small compared to clas-
sical hydrogen bonds, supports the postulated role that these
contacts play in stabilizing the secondary structures of
proteins.[192]

O�H/p contacts are observed in protein–water interac-
tions and, if attractive, they contribute to the hydration
energy.[193] Furthermore, water molecules interacting with the
aromatic rings of Phe, Trp, and Tyr inside hydrophobic
cavities may make significant contributions to stabilizing the
local protein structure.[194] In this context, water molecules
have been shown to fill and be conducted through carbon
nanotubes (CNTs).[195] On the other hand, statistical analyses
of protein structures show that water molecules are generally
found at the edges of aromatic rings when a C�H···O inter-
action with the d+ polarized hydrogen atoms occurs.[196] This
arrangement is also preferentially found for all types of
oxygen atoms in amino acids.[189]

5.3. Physical and Theoretical Aspects

Complexes between benzene and H-bonding partners
have been the subject of numerous theoretical and exper-
imental investigations.[178] In particular, the solvation of
benzene has attracted considerable attention.[197] We refer
here to recent ab initio studies from Tsuzuki et al. ,[198]

although we are well aware that other notable contributions
have been published on this subject. The stabilization
enthalpy for monodentate H bonding of water to the p system
of benzene (Figure 18a) has been calculated by high-level
CCSD(T) calculations to give D0=�2.0 kcalmol�1 (O···cen-
troid distance= 3.4 ;),[198] which agrees nicely with the
experimental value (D0=�2.44� 0.09 kcalmol�1).[199]

The calculated potential well is extremely flat over the
aromatic surface, which makes benzene an excellent target as
a hydrogen-bond acceptor.[200] The attractive character of the
water–benzene interaction could explain the higher solubility
of aromatic hydrocarbons in water relative to alkanes,[201] as

reflected by the lg(Pow) values (the partition coefficients P
between octanol and water) for benzene and cyclohexane
(2.13 and 3.44, respectively).[202]

Another model system of H bonding to aromatic rings in
proteins is the complex formed between benzene and
ammonia.[203] This H-bond donor interacts more weakly
with aromatic rings, a fact rationalized by the lower electro-
negativity of nitrogen relative to oxygen.[203] The stabilization
enthalpy for H bonding to the p system of benzene (Fig-
ure 18b) was determined experimentally in the gas phase to
be D0=�1.84� 0.12 kcalmol�1,[204] which is similar to the
value derived from CCSD(T) calculations (D0=

�1.61 kcalmol�1, d(N···centroid)= 3.6 ;).[198,205] Only slightly
lower D0 values, however, were calculated for the edge
binding through a C�H···N contact (Figure 18b). Of course,
ammonia is only a limited model for the side chain of Lys,
which under physiological conditions is mostly protonated
and, therefore, participates more frequently in cation–p in-
teractions (Section 6). Hydrogen bonding between the p sy-
stems of aromatic compounds and thiols has been very
recently probed by ab initio calculations and protein database
analyses (interactions between divalent sulfur and aromatic
rings are described in Section 8).[206] High-level ab initio
calculations have shown this contact can achieve a stabiliza-
tion enthalpy of �2.6 kcalmol�1, and is thus stronger than the
corresponding hydrogen bonds formed by amino or hydroxy
groups. It should be noted, however, that out of 609 studied
X-ray crystal structures of proteins, only 4Cys residues
(among the 2542Cys residues, 1860 form disulfide bonds)
were found in hydrogen-bonding arrangements with Phe.

H bonds are composed of electrostatic (ES), dispersive,
charge-transfer, exchange-repulsion (EX), and polarization
terms. The ES and EX terms account for more than 80% of
the interaction energy in classical, moderate H bonds.[72]

Separation of the binding energies into individual terms for
the X�H/p contacts gives insight into the observed differ-
ences in interaction when X is varied. Thus, there is an
increase in the electrostatic term from X=C, to N, and to O,
as expected from atom electronegativity, while the dispersive
and repulsive terms remain essentially constant across the
series.[198]

Searches for X�H/p(phenyl) contacts in the CSD have
revealed that the optimum T-shaped geometry, where the
H atom points into the centroid of the aromatic ring, is rarely
adopted and that the preferred geometry instead involves
direct interaction of the X�H group with the carbon atoms of
the ring.[207] In general, X�H/p hydrogen bonds are rather
uncommon in biology, although they have been recognized
for many years.[208]

MP2 calculations of the benzene–formamide complex
have been performed to better model the aromatic–amide-
(backbone) interaction found in proteins. They revealed a
significant stabilization energy (�4.0 kcalmol�1),[209] with two
energetically similar conformations of the complex—the
parallel stacking (Figure 18c) and the perpendicular, T-
shaped geometry with the N�H/p contact (Figure 18d).[210]
The pyrrole dimer displays, similar to its benzene counterpart,
a T-shaped structure wherein the N�H bond is directed into
the p system of a neighboring ring.[211]
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Figure 18. a) Preferred interactions of benzene with water (a), ammo-
nia (b), and amides (c, d).
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The origin of the chaotropic effect of the urea and
guanidinium ions has been studied by Monte Carlo simula-
tions in water and in the gas phase by Jorgensen and co-
workers. Their results indicate that the interaction of these
species with aromatic rings, which may involve both p stack-
ing and T-shaped geometries, likely promotes protein dena-
turation.[212]

5.4. Studies with Synthetic Receptors

In contrast to aromatic p–p interactions, hydrogen bond-
ing to p systems has not been extensively investigated in
supramolecular chemistry. Hunter and co-workers investi-
gated the inclusion complexation of six-membered ring
dicarbonyl compounds by cyclophane 19 (Figure 19).[213]
1H NMR titrations in CDCl3 provided the association con-

stants Ka for the 1:1 complexes of 19 with 20 (2.3� 0.4 B
102m�1), 21 (3.4� 0.6 B 102m�1), and 22 (1.0� 0.5 B 106m�1).
While all three complexes are stabilized by H bonding
between the two C¼O groups of the guests to the four
amide N�H residues of the host, the complex of diamide 22
finds extra stabilization through favorable N�H/p contacts
(Figure 19). Indeed, the X-ray crystal structure of the 19·22
complex was later determined and showed clearly that the
amide N�H groups of 22 are pointing directly into aromatic
rings of the receptor.[214] The complexation of 22 was
sufficiently strong that it was even observed in water
(70m�1). From chemical double mutant cycles, Hunter and
co-workers estimated the Gibbs free energy contribution of
individual N�H/p interactions as DDG=�1.1�
0.1 kcalmol�1,[215] a higher value than deduced for C�H/
p interactions (0.35 kcal� 0.2 mol�1) in similar experiments
(see Section 4.3.2). This result reflects the higher acidity of the
N�H donor (pyrrole in this case) relative to C�H.

Another example for N�H/p interactions in a supra-
molecular complex has been provided by Cloninger and
Whitlock[216] who prepared the complex of a serotonin mimic
(methyl 5-hydroxy-3-indolecarboxylate) with a macrobicyclic
cyclophane receptor (Ka= 4840� 1280m�1, CDCl3, 298 K;
Figure 20). The very large complexation-induced downfield
shift of the NH proton of the guest (Dd= 5.46 ppm) observed
in the 1H NMR spectrum strongly supports the proposed T-
shaped N�H/p interaction geometry.

6. Cation–p Interactions

6.1. Introductory Remarks

The cation–p interaction between a protonated HEPES
buffer molecule (N-2-hydroxyethylpiperazine-N’-2-ethane-
sulfonic acid) and Trp in the acetylcholine (ACh) binding
site of an ACh binding protein (Figure 21)[217] more than
suggests these contacts to be important contributors to the
structure and function of biomolecules.[7,218,219] This study
represents a perceptible advance from the earliest structural
studies that elucidated the “amino–arene” interaction
between positively polarized N�H groups and aromatic
amino acid side chains in proteins.[181,190,220] The protonated
tertiary ammonium center is snugly located in a “box” of four
aromatic residues where it comes into contact with Trp143
(4.1 ;) and makes cation–p interactions, as shown for a
variety of nicotinic ACh receptor agonists.[221–223]

While these and other discoveries in structural biol-
ogy[218, 224] continue to inspire research on the cation–p inter-
actions, early solution studies with chemical systems in the
Dougherty research group were responsible for defining its
energetic features and establishing the interaction as a
general one among the well-known noncovalent forces.[7]

The use of elaborate mass-spectrometric techniques, compu-
tational protocols, and the possibility to routinely manipulate
biological systems has enabled our ability to dissect this and
other weak, noncovalent binding forces to burgeon in the past
few years.
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Figure 19. Inclusion complexation of cyclic 1,4-dicarbonyls by the mac-
rocyclic tetramide receptor 19. The complex formed by diamide 22 is
additionally stabilized by N�H/p interactions.[213,214]
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Figure 20. N�H/p interaction in the complex formed between a mac-
robicyclic cyclophane receptor with a serotonin mimic.[216]

Figure 21. Cation/p interactions between a HEPES molecule and
Trp143 in the ACh binding site of an ACh-binding protein.[217] Most
H atoms have been omitted for clarity (PDB code: 1I9B).

Interactions with Arenes
Angewandte

Chemie

1227Angew. Chem. Int. Ed. 2003, 42, 1210 – 1250



The key review of Ma and Dougherty[7] outlines the
essential features of the cation–p interactions (namely, its
structure and energetics, applications, and biological implica-
tions). Subsequent accounts have since appeared which focus
on its consequences in structural biology,[218] contribution to
ligand structure and catalysis,[224] theoretical investigations,[178]

and applications in host–guest chemistry.[225–230] We have
chosen to limit our discussion to recent contributions that
describe the energetic features of the cation–p interaction;
emphasis will be placed on experimental studies using
synthetic receptors and biological macromolecules, although
essential contributions of gas-phase, solid-state, and theoret-
ical investigations will also be highlighted.

6.2. Cation–p Interactions with Ammonium and Iminium Ions
6.2.1. Energetic Aspects of Host–Guest Chemistry

Dougherty and co-workers found that the anionic cyclo-
phane 23a (Figure 22) is a better receptor for quaternary
ammonium and iminium ions in aqueous borate buffer (pD 9)
than for the corresponding neutral molecules.[7,231] Thus, the
complex of 23a with methylquinolinium is 2.2 kcalmol�1

more stable than with neutral quinoline (Table 4), even
though the cationic guest is better solvated than its neutral
counterpart by 46.5 kcalmol�1.[7,232] Host 23a also complexes
the neurotransmitter ACh with Ka= 20000m�1 (DG=

�5.8 kcalmol�1). This result prompted the researchers to
postulate a similar motif—an aromatic binding site instead of
an environment rich in anionic carboxylate or phosphate
groups—for the binding of ACh by acetylcholine esterase.
The X-ray crystal structure of the enzyme from the Pacific
electric ray, Torpedo Californica, indeed revealed an onium
binding site. The modeling of ACh complexation with this site
suggested that its quaternary ammonium ion does not interact

with a negatively charged “anionic site” but rather with some
of the 14 aromatic residues that line the active site.[233]

The earliest investigations by Ma and Dougherty estab-
lished the currently accepted “electrostatic model” of the
cation/p interaction, namely, the electrostatic attraction
between a cation and the permanent quadrupole moment
associated with the p system.[7] Replacement of the two p-
phenylene linkers of 23a with cyclohexane-1,4-diyl groups
indeed reduces its binding to quaternary ammonium guests.
However, the contributions of the positively polarized C�
H bonds of the onium ion that interact with the negatively
polarized p systems should not be ignored (Section 5);[234] in
effect, solvation of the positively charged onium ion by the
aromatic rings of the host in terms of C�H/p interactions.

Table 4: Free enthalpy of complexationDG8 for the 1:1 complexes of 23a
in aqueous deuterated borate buffer (pD=9) and 23b in CDCl3
(T=295 K).[231]

Guest 23a
�DG8 [kcalmol�1]

23b
�DG8 [kcalmol�1]

6.7 2.1

7.6 3.5

5.4 0.0

7.2 2.5

6.3 0.2
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Figure 22. Various hosts employed in the study of cation–p interactions.
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Binding studies with tetrazoniacyclophane 24 in water by
Schneider et al.[235,236] (Figure 22) as well as with other model
systems[237–239] reinforced these observations. Linear free
energy relationships showed that the binding free enthalpy
is proportional to the number of aromatic rings surrounding a
cationic center and that the gain in free energy can be as high
as 0.5 kcalmol�1 per ring. Additional early studies with host–
guest systems in aqueous solution, including the cyclophane
receptors 25–27,[240–245] have produced the most efficient
receptors for onium ions to date. Moreover, these studies
demonstrated that multiple cation–p interactions, particularly
those involving hosts with electron-rich concave aromatic
binding surfaces[126, 246] (see Section 4.3.1), are capable of
overcoming the desolvation penalty associated with binding
various cations or ion pairs (see below) in aqueous media.[247]

These investigations have been extensively reviewed.[7, 225,226]

While studies of many receptor systems have since been
extended to the gas phase[248] and the solid state,[249] the bulk
of our knowledge concerning the energetics of cation–p in-
teractions continues to come from solution-phase investiga-
tions. Recent calorimetric studies show the binding of
quaternary ammonium ions by calixarene hosts to be
enthalpy driven (DH8< 0) and entropy opposed (DS8<
0).[250,251] The data reported for hosts 26b and 26c (Table 5)

binding tetramethylammonium (TMA) and N,N,N-trimethyl-
anilinium (TMAN) ions reveal that the entropies of complex-
ation (TDS8) are slightly less unfavorable than for complex-
ation processes involving neutral guest molecules in water
(see Section 2, Table 1). This result can be rationalized by a
more favorable desolvation entropy for ammonium guests
relative to their neutral counterparts (that is, (CH3)4N+ versus
(CH3)4C).[252] Additionally, several binding studies have
shown that the sulfonate substituents present on host 26b
serve to further desolvate the cationic guest relative to neutral
host 26c (D(TDS8)=�1.5 kcalmol�1, Table 5).[253, 254]

Recent investigations have employed cation–p interac-
tions in the recognition of a plethora of biologically important
cations in aqueous solution. Phosphonate-based amino acid
receptors of Schrader and co-workers combine ion-pairing
interactions with cation–p contacts to efficiently bind amino
acids (for example, Lys, His, and Arg),[255] adrenaline,[256] and
small peptides (for example, the RGD sequence).[257] Like-
wise, the molecular clips of KlPrner, Schrader, and co-workers
are efficient binders of N-alkylpyridinium salts (�DG= 4.9–
5.5 kcalmol�1), including the sizeable NAD+ ion, in aqueous
solution.[258, 259] These hydrophobic binding events are driven

by cation–p interactions and not formation of a salt bridge,
which lends further support to the importance of such
contacts for the stabilization of protein structures and
substrate recognition in biology.

While water is often considered the most “biorelevant”
medium for investigating cation–p interactions, measurement
of the intrinsic binding affinity between a cation and a
p surface is problematic in aqueous solution where competing
effects are of some concern.[253] These include significantly
different solvation properties of the host and guest, the
hydrophobic effect, and may include electrostatic interactions
between the cation and a negatively charged host (although
this has generally been ruled out through control experi-
ments). Dougherty and co-workers were the first to demon-
strate that although the driving forces for apolar complex-
ation (dispersion and desolvation) are too weak in organic
solvents such as CDCl3 to ensure binding of neutral guests,
cation–p interactions can, and do, induce inclusion complex-
ation of onium ions (�DG8= 2–3 kcalmol�1, Table 4). Other
work with cryptophanes demonstrated the unprecedented
complexation of TMA by 27b (Figure 22) in (CDCl2)2 with a
Ka= 225,000m�1 (DG8=�7.4 kcalmol�1),[244] a value signifi-
cantly exceeding the gas-phase DG8 value of �3.5 kcalmol�1
that describes the interaction of TMA with a single benzene

ring.[260] The TMA cation clearly
prefers solvation by the aromatic
rings of host 27b to the chloroal-
kane solvent.

Host–guest complexation in
organic solutions based on cation–
p interactions continues to be an
active research area, where cyclo-
phanes,[261–263] cyclic pepti-
des,[128, 254,264,265] and molecular
clefts[266] have been among the
most versatile receptor scaffolds
employed. Remarkable recent

examples are the acyclic, “open-phane” receptors by Roelens
and Torriti, such as 28 (Figure 23) that are capable of binding
the picrate salts of TMA and ACh in CDCl3 without the
facilitation of preorganization.[253] The open-chained 28 and
cyclic receptor 29 display similar binding free enthalpies for

Table 5: Thermodynamic parameters describing the complexation of tetramethylammonium (TMA) and
N,N,N-trimethylanilinium (TMAN) ions (as their chloride salts) by calixarenes 26b and 26c in water
(pH 7, T=298 K).[a]

Host Guest logKa DGo298K
[kcalmol�1]

DHo
293K

[kcalmol�1]
TDSo293K
[kcalmol�1]

26b TMA 3.5(1) �4.8(1) �5.8(3) �0.9(3)
26c TMA 2.1(1) �2.1(1) �5.2(3) �2.4(3)
26c TMAN 2.2 �3.0 �4.9 �1.9

[a] Standard deviation s in parentheses; for further details, see ref. [251].
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Figure 23. The “open” (28) and “closed” (29) cyclophane receptors of
Roelens and Torriti bind quaternary ammonium species equally well in
CDCl3.[253]
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tetramethylammonium picrate (DG8=�7.0 kcalmol�1 and
�7.3 kcalmol�1, respectively). The results reiterate that loose
association is acceptable, if not required, for strong binding of
quaternary ammonium species by aromatic hosts (that is,
wherein the contact of the cation with the p surface is
maximized).[232] In other words, the solvation requirements of
the onium ion determine the conformation of the host in the
complex. Free enthalpy increments for the interaction of
TMA and ACh with individual aromatic rings were calculated
as DDG=�0.46 kcalmol�1 and �0.45 kcalmol�1, respec-
tively, from the additivity principles based on linear free
energy relationships.[238] These results are in excellent agree-
ment with earlier ones determined by Schneider et al.[237,238]

6.2.2. Substituent Effects and Electrostatics

Although the electrostatic component does not represent
the total binding energy in the cation–p interaction (ca. 60%
for many arenes[267,268]), Dougherty and co-workers have
shown that molecular electrostatic potential (MEP) maps of
aromatic rings are useful for rationalizing cation–p binding
trends.[7,268–270] Electrostatics and cation-induced polarization
taken together can nearly quantitatively rationalize the
variance in binding energy in alkali-metal–p interac-
tions.[271, 272] Additionally, while caution is warranted when
employing these analyses for ammonium ions, where contri-
butions from dispersive interactions are intensified relative to
the “harder” alkali-metal cations,[178,212,234,267,273–275] recent
solution-phase studies has reinforced the MEP trend. Mod-
ulation of the electrostatic potential (ESP) of the central
benzene ring in the receptors 30a–c (Figure 24) from 30a
(R=H) to 30b (R=NO2), for example, results in a decrease
in binding of guanidinium derivatives in Me2SO by 0.2–
0.3 kcalmol�1.[276] Likewise, the complexation free enthalpy
�DG increases by 0.5–0.6 kcalmol�1 upon changing from 30b
(R=NO2) to 30c (R=OMe). Similar substituent trends have
been reported in the complexation of ammonium salts by
cyclic peptide receptors.[128] Incorporation of the naphthalene
spacer into 30d results in a cation affinity equivalent to that
exhibited by 30c (namely, 0.2–0.4 kcalmol�1 greater than the
one of 30a), thus demonstrating the effect of aromatic size
(that is, polarizability) on binding. This result is in qualitative
agreement with recent ab initio[268] and DFT[277] calculations
of Na+/benzene and Na+/naphthalene complexes.

Hunter et al. have employed their chemical double-
mutant cycles (see Section 4) for the investigation of cation–
p interactions between pyridinium cations and substituted
phenyl rings in chloroform.[278] Again, a clear dependence of

the interaction strength is found related to the electrostatics
of the individual components; the calculated increment in
free enthalpy for the cation–p interaction �DDG decreases
by 2.5 kcalmol�1 upon changing from electron-rich (-NMe2)
to electron-poor (-NO2) phenyl rings. This trend was illus-
trated through a Hammett plot which showed a steep positive
slope. It is worth noting that the role of the anion has not been
directly addressed in these systems, although the cation is
presumably binding as its ion pair.

6.2.3. Counterion Dependence and Salt Bridges

Tight ion pairs exist[279] in polar, aprotic media which
makes the electrostatic contribution of the anion to cation
binding particularly important. While several studies have
reported counterion-dependent cation–p binding,[262,280,281]

generally in the context of ditopic receptors,[282] it was not
until recently that this phenomenon was systematically
explored.[253,263,283–285] The stability of aromatic host–cation
(TMA, ACh, and N-methylpyridinium (NMP)) complexes in
CDCl3 and (CDCl2)2 has been shown in numerous studies to
decrease in the following anion sequence: picrate> trifluoro-
acetate> I�>Br�>Cl�> tosylate� acetate.[263,265,281,284,286]
Although this sequence can be seemingly straightforwardly
rationalized on the basis of the ion size (for the spherical
halides) or ion-pair dissociation energy, Bartoli and Roelens
have shown in a detailed study of their cyclophane systems,
such as 29 (CDCl3), that there is a linear correlation between
the binding free enthalpy (�DG8) and solubility of the
ammonium salt (lgS).[285] The cations of ion pairs, wherein the
cation and anion are not strongly interacting (that is, for large
charge-diffused cations, such as TMA and ACh, and highly
charge dispersed anions), are bound more strongly. These
salts (ion pairs) also feature the lowest solubility. Addition-
ally, a definitive linear correlation was found between the
calculated electrostatic potential of the ion pair and the
experimental binding free enthalpy (�DG8). Extrapolation of
the �DG8 value to that denoting binding of the TMA cation
to the aromatic host in the absence of its counterion reveals
that more than 80% of the binding energy is lost as a result of
the presence of the anion.[287]

The notion of the charge density of the counterion
affecting the polarization of the cation charge has been
implicated for some time in protein studies; the earliest
crystallographic analyses of proteins often revealed aromatic
amino acid side chains involving Lys and Arg in the proximity
of salt bridges.[188,191,222,288,289] A variety of computational
studies have considered ammonium–benzene (see above)
and ammonium–carboxylate interactions separately, and have
evaluated their intrinsic energies and solvation dependen-
cies.[290] Ab initio calculations have shown that a cation–p in-
teraction in water should be more stabilizing than an
analogous salt bridge (�DDGbind� 2.6 kcalmol�1),[289] while
systematic database analysis has revealed the tendency for
Lys and Arg to interact with aromatic amino acid side
chains.[218,274] An example lies in the preference of Arg to
interact with Trp in a facial manner, [218] as shown in the X-ray
structure of the human growth hormone receptor (hGHR,
Figure 25).[291,292]
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Figure 24. Substituent effects and the size of the aromatic platform
modulate the cation-binding ability of synthetic guanidinium
receptors.[276]
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However, the analysis of ternary complexes involving salt
bridges and aromatic compounds has only recently been
investigated by computational analysis[289, 293] and synthetic
studies.[171,294] Dvornikovs and Smithrud, for example, have
recently shown for their receptors (Figure 26) that Arg and
Lys derivatives, while bound in water (pH 7.5, sodium
phosphate buffer) by the carboxylates of 31a (�DG8= 1.2–
1.5 kcalmol�1), are not bound when the aromatic surface is
absent, as in 31b.[171][295]

6.3. Alkali-Metal-Ion–p Interactions

It is well-established that alkali-metal ions,[296–298] and
although not specifically treated here, transition-metal
ions,[298, 299] form complexes with benzene and other aromatic
molecules in the gas phase. The interaction energy is generally
high (18.3 kcalmol�1 for K+–benzene[297]) and the ion–mole-
cule binding energy follows the expected electrostatic trend
(namely, K+<Na+<Li+).[300] In aqueous solution, however,
an aromatic ring cannot effectively compete with water for
solvation of the alkali-metal cation.[301] Alkali-metal-cation–

p interactions have been extensively reviewed by Gokel and
co-workers,[228–230,302] who used crown ether derived receptors
to study these contacts in solution and the solid state.
Figure 27 shows the X-ray crystal structure of di(indolyl)
receptor 32 with K+ that reveals the sandwich complexation
motif unique to these structures.[303] The K+···arene distance in
the complex is 3.45 ;. These studies have subsequently
provided the chemical basis for understanding interactions
between alkali metals and aromatic amino acid side chains in
a variety of media.[227, 230,304] The interest in these interactions
has also been extended to the gas phase[305,306] through
advances in mass-spectrometric techniques and computa-
tional protocols.[305,307,308]

Many of the fundamental energetic features of the cation–
p interaction are applicable to both onium and alkali-metal
cations. Extensive theoretical investigations on relatively
simple C6H6···M+ complexes are currently providing valuable
information on these contacts.[309–312] It is clear that these
efforts pave the way for more complete models describing the
cation–p interaction in chemistry and biology.

6.4. Energetics from Biological Systems

Experiments designed to quantify cation–p interactions in
biological systems, although sparse, have convincingly dem-
onstrated the stabilizing role that such contacts can make
within proteins and at their surface.[218,313–320] The most recent
studies are summarized in Table 6. On average, the reported
interaction energies for positively charged amino acid resi-
dues (namely, Lys, His, Arg) and aromatic side chains (Phe,
Trp, Tyr) in water lie between �0.4 and �2.4 kcalmol�1.
Although these values are somewhat lower than those
predicted theoretically (�3.2 to �3.6 kcalmol�1),[274,289] they
are surprisingly consistent given the many different systems
employed. Known variables include differing intrinsic solva-
tion energies for each amino acid[321] and solvent exposure of
the interacting groups (that is, on the surface or buried), as
well as indeterminable conformational changes that occur
upon substitutions (or protonations) that can markedly affect
the entropic and/or enthalpic components of DG8. The use of
non-natural amino acids to investigate cation–p interactions
has been one way to sidestep these uncertainties, as recently

Figure 25. Alternating cationic (Arg, Lys) and aromatic (Tyr, Phe, Trp)
amino acid residues shown by X-ray crystallography (2.8 J) within the
human growth hormone receptor (hGHR) extracellular domain (PDB
code: 3HHR).[291] The van der Waals and electrostatic potential sur-
faces (blue: positive, red: negative of the side chains) are shown as
generated in WebLabViewer (ViewerPro V. 5.0, Accelyrs, San Diego,
CA). Hydrogen atoms have been omitted for clarity.
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Figure 26. The role of aromatic groups in stabilizing the formation of
a salt bridge: Receptor 31a binds Arg and Lys derivatives in aqueous
phosphate buffer whereas 31b does not.[171]

Figure 27. Alkali-metal–p interactions in the solid state. Di(indolyl)
crown ether receptor 32 binds potassium (iodide) in a “sandwich”
complex, with a K+···arene distance of 3.45 J.[303] The iodide counterion
is shown as the purple sphere.
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shown by the research groups of Schultz[315] and Dough-
erty[221,270] (Table 6, rows 5–7).

The contribution of the cation–p interaction in proteins
can be significant in mixed organic/aqueous solvents,
although this has yet to be fully explored. The work of
Kostic and co-workers[318] with associating protected single
amino acids has shown that Lys–Phe and Lys-Tyr interactions,
which are worth (from 1H NMR titration) �2.4 and
�2.1 kcalmol�1 in water, are magnified to �3.4 and
�2.9 kcalmol�1 in chloroform/methanol/water mixtures.
Likewise, Hamilton and co-workers[322] have recently
designed guanidinium receptors for a-helical peptides and
postulated that there are significant cation–p interactions
between the charged centers of the receptor and a tryptophan
residue in the binding site.

6.5. Outlook

Studies of the cation–p interaction, while broad, have
reached considerable consensus in describing the basic
energetics of the simplest systems. This is a prerequisite,
with the aid of advanced computational protocols, superior
mass-spectrometric tools, and design creativity, for the
continued exploration of these interactions in more complex
systems. Particularly exciting are approaches that employ
cation–p interactions in the active sites of enzymes for
de novo drug design,[8, 270] catalysis in both synthetic[323] and
biological systems,[324] and organic synthesis (for example,
stereocontrol in organic reactions[325]). Cation–p interactions
are increasingly observed at protein–DNA interfaces.[326]

Although not specifically addressed here, recent reports of
anion–arene interactions suggest that these may also be
promising contacts for future study.[327, 328]

7. Interactions between Aromatic and Perfluoroaro-
matic Compounds

7.1. Benzene–Hexafluorobenzene

Hints of the unusual properties of perfluoroaromatic
compounds came four decades ago from formation of a
crystal from an equimolar mixture of hexafluorobenzene and
benzene: A solid was formed with a melting point of 23.7 8C,

approximately 19 8C higher than either of the two compo-
nents.[329] Unlike the crystal-packing patterns of benzene and
hexafluorobenzene, which feature herringbone arrangements
arising from T-shaped interactions (see Section 3), the
C6H6·C6F6 cocrystal shows nearly parallel molecules stacked
alternately in infinite columns (Figure 28) with an interplanar
distance (r) of about 3.4 ; and an intercentroid distance (d)
of 3.7 ;.[330,331] Weak Caryl�H···F contacts help to stabilize
neighboring columns (see above). Early calorimetric and
NMR studies demonstrated thermodynamic phase transitions
for the equimolar mixture at 199 K (most ordered), 247.5, and
272 K (least ordered);[332] the lowest temperature structure
(measurement at 30 K) is shown in Figure 28.[331] This general
crystal-packing morphology has been reproduced with many
complexes of aromatic–perfluoroaromatic com-
pounds,[116, 333–335] and has led to the conclusion that the
stacking interaction is a general one.[334]

Most, but perhaps not all, of the structural features of the
hexafluorobenzene–benzene cocrystal can be rationalized on
the basis of the quadrupole moments of the two compo-
nents[334, 336,337]—the values are equal in magnitude but oppo-
site in sign (C6H6: �29.0 B 10�40 Cm�2; C6F6: + 31.7 B
10�40 Cm�2),[338] as shown schematically in Figure 29.[337,339]

Spectroscopic studies have shown that the complexes do not
have charge-transfer (p–p*) properties, as demonstrated by
the absence of characteristic bands in the UV spectra,[340] and
there are only small shifts in the internal vibrational

Table 6: Strength of cation–p interactions involving amino acids in water based on biological model systems.

A+-Ar[a] �DGo [kcalmol�1][b] Experimental technique Biological system Ref.

His-Trp ca. 0.9 double-mutant cycles and pH dependence a-helix (barnase) [313]
His-Trp (C!N)[c] 0.8�0.1 mutagenesis, AGADIR[d] analysis i,i+4 residues in Ala-based a-helices [314b]
His-Phe 0.5 double-mutant cycles and pH dependence apoflavodoxin [316]
Arg–Trp (C!N)[c] 0.4 mutagenesis i,i+4 residues in Ala-based a-helices [317,320]
S-MeMet-Ar[e] 	2.6[f ] non-natural amino acids, mutagenesis staphylococcal nuclease [315]
serotonin-Trp ca. 4 non-natural amino acids, fluorination plots serotonin 5-HT3A receptor [270]
ACh-Trp ca. 2 non-natural amino acids, fluorination plots nicotinic acetylcholine receptor [270]

[a] A+=positively charged component, Ar=aromatic component. [b] Generally reported as DDG8 between folded proteins/peptides. [c] The
directionality (positioning of the residues with respect to the helix termini) appears to be important in these systems. See ref. [320] wherein no
interaction was observed in the N!C direction. [d] AGADIR is a computer program described in ref. [314a]. [e] S-MeMet= (S)-methylmethionine.
[f ] The exact quantity is unknown as the value reported may represent multiple (1, 2, or 3) interactions; see ref. [315].

Figure 28. The structure of the lowest temperature phase of the
benzene–hexafluorobenzene cocrystal at 30 K.[331] Views along the
approximate b axis (left) and c axis (right) are shown. r= interplanar
distance (ca. 3.4 J); d= intercentroid distance (ca. 3.7 J); atom
coloring: white, H; aqua, F; CSD code: BICVUE01.
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frequencies relative to the pure components;[331,341] this is not
the case for complexes of C6F6 with aromatic amines[342] or
metal complexes.[343] The crystal-packing motif indeed reflects
the maximizing of favorable quadrupole–quadrupole inter-
actions (distance dependency: r�5) and the minimizing of
unfavorable electrostatic repulsions (for example, edge-to-
face arrangements).

Estimations of the interaction energy describing the
C6H6·C6F6 dimer have come from both computational and
experimental studies. Ab initio calculations have determined
a stabilization energy of �3.7 kcalmol�1 (r= 3.6 ;; CP-
corrected MP2/6-31G**)[344] and �4.3 kcalmol�1 (r= 3.7 ;;
SCF-MP2)[345] for the hexafluorobenzene–benzene dimer in
the face-to-face eclipsed arrangement. More recent semi-
empirical calculations[148] that include extended electron
distribution (XED) give a somewhat higher value of
�5.6 kcalmol�1 (r= 3.6 ;).[346] Finally, a value of
�4.7 kcalmol�1[347] has been reported from DFT calculations
that consider the eclipsed, offset geometry. In all cases the
values for the heterodimer are 1.5–3 times higher than the
corresponding interaction energies for the two homodimers.
Additionally, and perhaps most importantly, the calculations
and crystal-structure analysis[337] have revealed dispersion
interactions to be at the very least as large in magnitude (but
generally larger, 70–85%[346,347]) as the electrostatic compo-
nent in these complexes.[67]

While many solution-based experiments have observed
the consequences of the formation of the C6H6·C6F6
dimer,[108,348–351] we concern ourselves here with strategies
used to quantify interactions between aromatic and per-
fluoroaromatic compounds. The 1,8-diarylnaphthalenes 33a–d
prepared by Siegel and co-workers have been employed to
correlate fluorine substitution with barriers to rotation about
aryl–naphthalene bonds (Figure 30; see also Figure 12).[147,352]

Each additional fluorine atom in the series 33a to 33d
increases the DG�

rot term by 0.5 kcalmol�1, which indicates
there is a decrease in the repulsion in the stacked ground state
upon removal of electron density from the ring. The results
are consistent with the so-defined “polar/p” interactions that
feature significant electrostatic contributions to p–p stacking
(see Section 4.3.4). Experimental[221, 270,353,354] and theoreti-
cal[221,268,355] investigations of cation–p complexes (see Sec-
tion 6) with perfluorinated aromatic compounds similarly
demonstrate electrostatic-dominated interactions. In accor-

dance with this model, the interaction energy decreases
strongly in all cases upon incremental substitution of fluorine
atoms.[356]

The chemical double-mutant cycles of Hunter and co-
workers (Sections 4 and 6) have been employed to investigate
interactions between aromatic and perfluoroaromatic com-
pounds.[357] The experiments show a stabilizing interaction
between a face-to-face-oriented dimethylamino-substituted
aromatic compound and a pentafluorophenyl ring of
0.4 kcalmol�1. Coincidentally, this value is similar to the
enthalpy of formation calculated for the solid hexafluoro-
benzene–benzene complex from differential scanning calo-
rimetry (DSC) measurements (0.24 kcalmol�1).[358] Further
experiments by Hunter and co-workers revealed the edge-to-
face arrangements between the two aromatic rings to be
destabilizing, as expected for positively polarized aryl C�
H protons directed toward the electron-poor p face of the
pentafluorophenyl group. In summary, experimental inves-
tigations have nicely demonstrated the important electro-
static contribution to phenyl–perfluorobenzene interac-
tions,[359, 360] while theoretical studies have probed the role of
dispersion forces in these contacts.

7.2. Stacking Interactions and Molecular Organization

The interaction between phenyl and perfluorophenyl
groups fulfills the prerequisites of structural predictability
for consideration as a supramolecular synthon.[86] To this end,
the interaction has been used elegantly in crystal-engineering
studies and the design of novel supramolecular architectures
in much the same way as hydrogen-bonding donors and
acceptors have been employed for these tasks.[361] A repre-
sentative example is provided in the stacking of 1,3,5-
tris(phenethynyl)benzene (34) and 1,3,5-tris(perfluorophen-
ethynyl)benzene (35) in the solid state (Figure 31).[362] While
34 and 35 form slipped stacks with their terminal aryl rings
twisted with respect to the plane of the central ring (namely, a
twisted rotor conformation is formed, not shown) when
crystallized separately, the 1:1 heterocomplex is essentially
planar with markedly less slippage. These results provide
excellent evidence for the structural control attainable when
using the phenyl–perfluorophenyl synthon.

Dougherty, Grubbs, and co-workers were the first to use
the phenyl–pentafluorophenyl motif to exert topological and

Figure 29. Schematic representations of the quadrupole moments of
benzene (left) and hexafluorobenzene (right).
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Figure 30. Progressive fluorine substitution results in an increase in
the barrier to rotation of the phenyl–naphthalene bond in 1,8-diaryl-
naphthalenes.[147,352]
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stereochemical control over the photopolymerization reac-
tions of 1,3-diynes in the condensed phase (Figure 32a).[363]

Cocrystallization of 36 with 37 gives a solid (36·37) that melts
at 152 8C, which is considerably higher than either of the two
homodimers (87 8C for 36·36, 114 8C for 37·37). Similar to the
cocrystal formed from benzene and hexafluorobenzene, the
diynes pack alternately into stacked columns where the

individual molecules are only slightly longitudinally slipped
with respect to one another (d= 3.69 ;, not shown). Difunc-
tional 38 packs similarly (although slightly staggered) and in a
head-to-tail arrangement (Figure 32b). Both types of com-
plexes ((36·37)n and (38)n) are predisposed to form cis-
polybutadiynes upon irradiation;[364] however, although
approximately 20% of the polymerization product has been
obtained in each case, its stereochemistry (cis or trans) has yet
to be reported.

Subsequent studies used phenyl–perfluorophenyl interac-
tions to orient distyrylbenzenes in the solid state for photo-
dimerization reactions.[365,366] trans-Pentafluorostilbene 39
could be converted into cyclobutane 40 in nearly quantitative
yield and with excellent stereocontrol (Figure 32c). There has
since been considerable interest in using this motif to control
the solid-state packing of distyrylbenzene derivatives for use
in optoelectronic technologies.[367] More recent studies, and
more are sure to come, have utilized interactions between
aromatic and perfluoroaromatic compounds to control supra-
molecular organization in reversible media; these include
modulating the behavior of liquid-crystalline phases,[368]

formation of hydrogels,[369] and templation effects in cyclo-
phane synthesis.[370]

7.3. Perfluoroarene Interactions in Biological Recognition

Fluorine-containing compounds have enjoyed a rich
history in bioorganic and medicinal chemistry and have
been widely studied.[371–373] The function of the fluorine atom
in these settings is diverse: from an isosteric and isoelectronic
replacement of the hydroxy group,[374] to a means of enhanc-
ing the metabolic stability of drugs[371] and modifying elec-
tronic and physical properties (for example, lipophilicity,
acidity, steric hindrance). Introduction of perfluoroaromatic
groups in biological systems, particularly with the intention of
exploiting their unique electronic properties, has been some-
what more limited. A few systems are discussed here.[375]

Fluorinated tryptophan side chains have been installed in
the ligand binding site of acetylcholine receptors to assess the
contributions of cation–p interactions to substrate bind-
ing.[270, 354] A linear correlation in a “fluorination plot”
between lg(EC50)[376] and the cation–p binding ability of the
side chains (as given by their degree of fluorine substitution)
provides direct evidence for the presence of a single
ammonium–Trp interaction that is essential to ligand binding.

Interactions between Tyr155 and the pentafluorophenyl
group of a 1,3,4-thiadiazole-2-thione-based inhibitor of the
metalloproteinase stromelysin (Figure 33a) contribute to its
high binding affinity (Ki= 18 nm) and slowed the rates of ring
flip relative to other analogues.[377] Although the familiar
quadrupole–quadrupole interaction dominates here, Christi-
anson, Doyon, and co-workers[378–380] have shown with fluo-
rinated inhibitors of carbonic anhydrase II (CAII) that the
quadrupolar interaction need not always dominate substrate
recognition, but rather a variety of electrostatic forces (for
example, dipole–induced dipole, dipole–quadrupole) may
contribute differently to the binding depending on the
patterns and degree of fluorine substitution in the inhibitor.

Figure 31. Well-defined solid-state organization that results from the
phenyl–perfluorophenyl synthon. Cocrystallization of 34 and 35 gives
nearly perfectly aligned alternating layers of the two components.[362]

CSD code: WEVYIF.

Figure 32. The use of the phenyl–perfluorophenyl synthon to predis-
pose molecules for photochemical reactions in the solid state.[363, 365]

a) Precursors for cis-polybutadiynes. b) The X-ray structure of 38
(ca. 3.7 J distance between layers, CSD code: RIHGOE). c) The
[2þ2] photocycloaddition reaction of 39 proceeds with regiochemical
and stereochemical control to give 40 quantitatively in the crystal.
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Testament to this is the rarely seen edge-to-face orientation
between Phe131 of CAII and the pentafluorophenyl deriv-
ative of an N-(4-sulfamylbenzoyl)benzylamine inhibitor (Fig-
ure 33b) in their system.[379]

Finally Kool and co-workers have elegantly shown
difluorotoluene, although not a perfluorinated aromatic
compound, to be a versatile isostere of the natural nucleobase
thymine.[165b,381] In the context of formation of duplex DNA,
the fluorinated “base” stacks with its nearest neighbor in a
geometry dictated by the helix. The marked increase in DNA
stability upon substitution of thymine for difluorotoluene has
been attributed to differences in hydrophobicity between the
bases (their size, shape, surface area, and polarizability are
comparable). However, although not specifically addressed,
electronic effects in terms of p–p stacking may also play a role
in these interactions.

7.4. Additional Perfluoroarene Interactions

Although there has been considerable debate regarding
the effectiveness of organofluorine as a hydrogen-bond
acceptor, many of the solid-state studies described above
have implicated Caryl�F···H�C interactions[335, 373,382] as impor-
tant intercolumnar and interlayer stabilizing contacts. The
conclusion from these studies as well as systematic database
analysis[382] is that the Caryl�F···H�C contact may show an
orientation dependence and be structure-directing when the
C�F carbon atom is sufficiently electropositive and there are
no competing H-bond acceptors in the crystal. In general,

F···C distances (d) lie between 3.3 and 3.6 ; while the Caryl�
F···H angle approaches linearity as d decreases. Other con-
tacts, such as Caryl�F···M+ (M+ is an alkali metal), naturally
extend from the polarization of the Caryl�F bond.[383]

The electron deficiency of perfluorinated aromatic com-
pounds makes them excellent acceptors of electron density at
their p faces.[384] Hexafluorobenzene has been calculated
through DFT and ab initio protocols to form strong com-
plexes with anions (such as Cl� , Br� , CN� , F�),[385] and
calculated interaction energies (�10 to�19 kcalmol�1 for the
series given) are comparable to those obtained for cation–
p interactions with benzene (see Section 6). The contact
distances can be quite short (C6F6 centroid···F� : 2.65 ;).
Neutral molecules (of various polarity) possessing donor
atoms also form complexes with perfluoroaromatic com-
pounds; the interaction with water is the most well-stud-
ied.[379, 380,386,387] The most stable complex displays a geometry
wherein the oxygen lone pairs are directed into the p face,
and surprisingly good agreement among computational pro-
tocols has been found (DE lies between �1.6 and
�2.1 kcalmol�1, C6F6 centroid···OH2: 3.2 ; in all cases).[386]

The interaction values reported are only slightly higher than
the orientationally averaged binding energy for water–hexa-
fluorobenzene calculated from gas-phase calorimetric data
(�1.3 kcalmol�1).[387] Finally, as with other donors (for
example, molecular oxygen),[388, 389] the interactions are gen-
erally stronger with C6F6 than with the parent C6H6.

8. Sulfur–Arene Interactions

8.1. Crystallographic and Computational Analysis
8.1.1. Sulfur–Arene Interactions in Proteins

Close and frequent contacts (< 5 ; from the sulfur center
to the center of the ring system) between sulfur-containing
amino acid side chains (Met, Cys) and aromatic side chains
(Tyr, Trp, Phe) were first recognized in globular protein
crystal structures in the late 1970s.[390] Morgan et al. identified
eight proteins that contained one or more chains of alternat-
ing “sulfur and p-bonded atoms”; a compelling early example
is the lysozyme from hen egg-white shown in Figure 34.[391]

The distances between the sulfur atoms and ring carbon atoms
are 3.5–4.9 ; in this example; this range falls within the
distance minimum established by the authors for S···C(sp2)
van der Waals contacts (5 ;).

The nature of the interaction between sulfur and its
neighboring aromatic rings could in no way be elucidated
from these structures, although the following factors were
considered important: 1) the filled 3p and empty 3d orbitals
on sulfur, 2) the related enhanced polarizability of sulfur
atoms (and C�S or S�S bonds) relative to carbon atoms (or
C�C bonds), and 3) the known ability of divalent sulfur-
containing molecules (particularly disulfides) to quench the
fluorescence of aromatic amino acids (for example, Trp,
Tyr),[392] a phenomenon still actively researched.[393] We can
add the acidity of the S�H group to this list in the case of
cysteine residues, which should interact favorably with
p surfaces (see below and Section 5).

Figure 33. Perfluoroaromatic interactions involving enzymes and their
inhibitors. a) Face-to-face interaction between Tyr155 and the
pentafluorophenyl group of a 1,3,4-thiadiazole-2-thione inhibitor of a
metalloproteinase (PDB code: 1USN).[377] b) A rather unexpected edge-
to-face arrangement between the pentafluorophenyl substituent of a
carbonic anhydrase II inhibitor and Phe131 of the enzyme (PDB code:
1G54).[379]
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Subsequent analysis of 36 proteins by Reid et al. resulted
in the first statistical analysis of PDB data and the develop-
ment of a structural model.[394] A preference was identified for
placement of divalent sulfur (-SH, S-S, and -CH2-S-CH3) at
the edge and slightly above the plane of aromatic rings. The
same trend was observed with oxygen in similar analyses and
suggested that there were significant electrostatic interactions
between the heteroatom and the aromatic hydrogen atoms.

More recent structural studies have considered methio-
nine, cysteine, and cystine (S-S) residues separately, and
rightfully so given the different structural and electronic
properties of these species. Recent PDB analyses[395] find that
methionine is as favored as aromatic amino acids, specifically
Tyr and Trp, to be within (distance (d)< 4.0 ; between Met
S atom and ring heavy atoms) the environment of the Trp
indol ring. In a survey of 1276 Met residues, 9%were found in
contact with an aromatic edge (average d below search cut-
off: 3.7(1) ;) and 8% with an aromatic face (average d below
search cut-off: 3.6(1) ;). Despite the statistically equivalent
distribution of the geometric signatures of the two interaction
types, they were found to be quite different, with more
structural regularity and closer distances being associated
with facial contacts. However, the orientation of the aromatic
partner was not considered in these studies, thus making
energetic conclusions tenuous. Similar studies have shown an
even stronger preference for cysteine residues to experience
facial contacts with aromatic residues.[396]

The recent work of Smith and co-workers on cystine–
arene interactions correlates interaction structure with energy
values.[206,397,398] Three structural motifs were considered for
the interaction of methanethiol with an aromatic ring
(Figure 35a). Initial ab initio calculations (MP2/6-
311G(2d,p)) revealed A to be the most stable
(�3.7 kcalmol�1), followed by C (�1.7 kcal mol�1), and B
(�1.5 kcalmol�1). The sulfur atom in structureA is positioned
3.5–4.0 ; above the ring. The S�H/p interaction, a conse-
quence of favorable electrostatic interactions between a
positively polarized S�H hydrogen atom and a p system
(negatively polarized at this distance),[209,399] and dispersion
interactions between the sulfur atom and a p surface account

for 2.6 kcalmol�1 of the interaction energy (the 1.1 kcalmol�1

remaining is attributed to favorable dispersion interactions
between the CH3 group and the arene).[400] Structure B is
highest in energy since it suffers from a repulsive interaction
between an aromatic ring and a lone pair of electrons which is
only partially compensated by dispersion contacts between
the CH3 group and the arene. We refer the reader here to
computational studies performed on dimethylsulfide–ben-
zene complexes that reveal the importance of such dispersive
interactions.[401] Finally, the sulfur atom in structure C is
positioned slightly above (	 2.5 ;) and to the edge (4.5–6.0 ;
from ring centroid) of the aromatic ring in a positively
polarized region (based on the MEP at this distance).[209] In
this arrangement favorable interactions between the lone pair
of electrons and the aromatic ring occur, which are calculated
to contribute 1.5 kcalmol�1 to the interaction energy. These
results are in reasonable, but not complete, agreement with
earlier ab initio experiments (MP2/6-31G*//HF/3-21G*) per-
formed on the benzene–methanethiol complex.[402] The most
stable arrangement in these studies positioned the CH3 group
directly above the ring (for S�CH/p interactions) and the
sulfur atom near the ring edge. The S�H hydrogen atom did
not participate in the binding at all. An additional finding
from these investigations, and one that has yet to be fully
explored for sulfur–arene interactions, is a marked depend-
ence of the interaction strength and structure on the local
electric field (that is, nearby charge centers).

A subsequent search of the PDB by Smith and co-
workers[206] revealed that of 682 cysteine residues (in 609 pro-
tein structures) that do not form disulfide bonds, 268 undergo
interactions with aromatic rings to give structures such as A–
C in Figure 35. However, of these, 207 involve attractive
interactions between arenes and lone pairs of electrons (such
as in C) and only 4 display the S�H/p-bonding configuration
(such as in A). It appears that in the majority of cases the
protein structure is better served by having the thiol

Figure 34. A chain of alternating “sulfur and p-bonded atoms” as iden-
tified in hen egg-white lysozyme (PDB code: 6LYZ).[391] Figure 35. Sulfur–arene interactions involving sulfides and disulfides:

a) The three lowest energy arrangements derived from ab initio calcula-
tions for methylthiol interacting with benzene (the stability series is
A>C>B, least stable);[206] b) an example of the conserved disulfide–
tryptophan interaction in immunoglobin (Ig) proteins (PDB code:
1IEA).[403]
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participate in conventional hydrogen bonding (for example,
S�H···O(or N)), and this happens in 82% of the total residues
considered.

Ioerger et al. have studied cysteine–arene interactions in
immunoglobin (Ig) proteins.[403] Their results from a survey of
over 60 structures have revealed a highly conserved
(Cys)2···Trp interaction within the Ig fold motif, an example
of which is shown in Figure 35b.[404] The average distance
between the S�S midpoint and the center of the indol ring for
the surveyed structures is 4.5 ;, where stabilization of the
complexes clearly comes through a combination of favorable
dispersion interactions between one of the CH2 groups and
one of the sulfur atoms with the p surface. This geometry is
quite similar to the lowest energy structure calculated for 1:1
benzene–dimethyldisulfide complexes by empirical meth-
ods[405] that predict direct contacts between one of the sulfur
atoms and the benzene ring to make an additional contribu-
tion of 0.8 kcalmol�1 to the interaction energy.

Statistical analysis of the crystal structures of small
molecules in the Cambridge Structural Database has pro-
vided convincing evidence for the interaction between
divalent sulfur (C-S-C) units and aromatic rings.[406] Local
maxima of the probability distributions obtained from the
searches were used to define a preferred geometry for the
interaction; it was found that the sulfur atom lies essentially in
the plane of the aromatic ring approximately 5.0 ; from the
center of the aromatic ring.[407] This distance maximum was
not identified in analogous searches performed with X-CH2-X
fragments. We have seen in X-ray crystal structures of
complexes formed in our own research between Rebek
imide-type receptors with appended methylthioether side
chains and adenine (Figure 15) an average distance of 4 ;
between the heavy atoms of adenine and the sulfur atom
located above the heterocycle.[167] However, as discussed in
Section 3 and ref. [406], the contribution of crystal-packing
forces in these small-molecule structures are likely to be
significant and biasing.

8.1.2. Protein–Ligand Complexes

Figure 36 shows just two of several results from a PDB
search[408] for sulfur–arene contacts between substrates con-
taining divalent sulfur and their enzyme hosts.[409–411] In the
first (Figure 36a), methylmalonyl-CoA mutase employs an
S···Ar (Y) contact to stabilize the lipophilic region of its
flexible 2-carboxy-(R)-propyl-CoA substrate.[409] The second
(Figure 36b) shows a portion of the acyl–enzyme complex
solved at 1.95 ; between 6a-(hydroxymethyl)penicillanate
and b-lactamase from Escherichia coli, wherein a “sub-
van der Waals contact” (3.3 ;) is observed between the
thiazolidine sulfur atom and the Tyr105 ring.[410] The sulfur
atom is located below and to the edge of the aromatic ring.

The frequency of enzyme binding sites that involve a
“sandwiching” of an aromatic substrate between two hydro-
phobic fragments (particularly Tyr, Phe, Trp, and Met)
residues is striking. A poignant example of this motif is seen
at the active site of tRNA-guanine transglycosylase (TGT), as
shown in Figure 37a.[412] Here, Tyr106 undergoes p stacking
with the complexed inhibitor on one face while Met260

Figure 37. “Sandwich”-type complexation involving methionine. a) A
tight-binding quinazoline inhibitor is held between Tyr106 and Met260
within the active site of TGT (PDB code: 1K4H).[412] b) Thymidine
within the thymidine kinase HSV1 TK (PDB code: 2VTK).[415]

Figure 36. Sulfur–arene contacts between sulfur-bearing substrates
and their biological receptors: a) X-ray crystal structure (2.2 J) of
S-((R)-2-carboxypropyl)-CoA2 bound to methylmalonyl-CoA mutase.
The van der Waals surface of the substrate is shown and colored by
atom (PDB code: 7REQ).[409] b) A portion of the acyl–enzyme complex
formed between 6a-(hydroxymethyl)penicillanate and b-lactamase
(PDB code: 1TEM).[410]
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makes a contact distance (sulfur atom to the center of the ring
system) of approximately 3.8 ; on the other side. The
positioning of the methionine residue in the complex is also
notable. Dispersion interactions appear maximized as the
planar -CH2-S-CH3 fragment lies essentially coplanar with the
quinazoline heterocycle.

The role of a highly conserved methionine in substrate
binding has been carefully assessed by Folkers and co-workers
in their complexes of herpes simplex virus type 1 thymidine
kinase (HSV1 TK) with thymidine (Figure 37b).[413, 414] The
common sandwiching motif of the nucleobase between
Met128 and Tyr172 in the enzyme active site for this system
was revealed by X-ray crystallographic analysis.[415] The sulfur
atom is positioned 4.9 ; below the pyrimidine ring, with the
terminal methyl group of methionine located within van der
Waals distance of the heterocycle (Figure 37b). DFT calcu-
lations on a simplified system (dimethylsulfide, thymine, p-
cresole, and ammonium ion (mimicking the Arg side chain
above Tyr172; not shown)) revealed that the sulfur atom,
although polarizable, does not experience any significant
inductive effects in this arrangement; hence, the contribution
of the sulfur atom to substrate binding comes solely in the
form of steric, dispersion, and hydrophobic effects.[413] Sub-
sequent experimental results showed that the mutant with the
bio-isosterical modification of methionine to isoleucine
indeed exhibited nearly identical activity to that of the wild-
type enzyme.[414]

8.1.3. SMet–Adenine Interactions in Proteins

As with the thymidine kinase discussed above, PDB
searches have revealed that adenine substrates or cofactors
(ATP, ADP, AMP, FAD, S-adenosyl methionine (SAM), etc.)
are often stabilized in the binding sites of enzymes (for
example, kinases, hydrolases) by methionine side chains.
While geometries similar to that shown in Figure 37b for the
HSV1 TK complex are also common in these systems, we
highlight here the arrangement that is similar to that found in
the TGT active site (Figure 37a), namely, one that positions
the C-S-C fragment coplanar with and directly above the
purine ring, essentially at van der Waals distance (ca. 4.0 ;).
Representative examples of SMet–adenine interactions are
shown in excerpts from the X-ray crystal structures of a
ternary complex of retinol dehydratase (Figure 38a),[416] a
ternary complex of chalcone O-methyltransferase (Fig-
ure 38b),[417] and a NAD+ analogue complex of poly(ADP-
ribose) polymerase (Figure 38c).[418] The common motif is
intriguing as it directs one of the sulfur lone pairs into the
p system—the distance must represent a subtle balance
between repulsive and attractive forces. Analysis of these
geometries by high-level computations is underway to shed
light on the nature of the interaction. Also apparent from
Figure 38 are the sandwich motifs common in these adenine-
binding systems.

The bisubstrate inhibitor 41 has been shown to bind to
Mg2+-containing catecholO-methyltransferase (COMT) with
an IC50 value of 9 nm ; this enzyme is relevant in the treatment
of Parkinson's disease.[419] The X-ray crystal structure of the
ternary complex of COMT, 41, and Mg2+ ions (Figure 39)[419b]

revealed that the adenine moiety (which occupies the S-
adenosylmethionine (SAM) pocket of the enzyme) experi-
ences favorable sulfur–arene contacts with Met91, and again
depicts a planar C-S-C fragment positioned over the purine
ring. The distance between the sulfur atom and the closest
ring atom is 3.6 ;. A nearly identical sulfur–arene contact is
found in the SAM–enzyme complex between Met91 and the
adenine moiety of the SAM cofactor.[420]

Figure 38. Methionine–adenine interactions in transferases (for a more
detailed describtion of the enzymes, see text). PDB codes:
a) 1FML;[416] b) 1FP1;[417] c) 1A26.[418]

Figure 39. SMet···adenine interaction in the SAM binding pocket of the
enzyme catechol O-methyltransferase complexed to the bisubstrate
inhibitor 41 (PBD code: 1JR4; red sphere: water molecule, green
sphere: magnesium ion).[419b]
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8.2. Energetic Aspects in Chemical and Biological Systems
8.2.1.Model Studies

The earliest studies by Morgan and co-workers examined
the complexation of dimethylsulfide (DMS) by various
aromatic compounds (for example, 1-methylnaphthalene) in
CCl4 by analysis of the chemical shifts in the 1H NMR
spectra.[421] Job plots confirmed a 1:1 binding stoichiometry at
relatively high concentrations (1.1–3.7m) of the components,
while variable-temperature experiments provided estimates
of the binding enthalpies (DH8��0.8 kcalmol�1). Complex-
ation-induced changes in the chemical shifts led the authors to
conclude that in most cases the methyl group of the DMS
molecule was positioned over the aromatic ring center while
the sulfur atom was in proximity to the ring edge.[422] This
conclusion is in good agreement with the computational
experiments described in the previous sections.[423] Subse-
quent NMR studies performed on deamino-oxytocin ana-
logues by Hruby and co-workers revealed differences in the
chemical shifts of aromatic side chain protons in proximity to
a disulfide bridge.[424] An “edge-on” interaction was reasoned
on the basis of chemical shift data, even though the observed
downfield shifts were small (Dd� 0.06–0.08 ppm).

The receptor shown in Figure 40a has been designed to
evaluate the contributions of donor atoms for flavin binding
in flavodoxins.[425,426] The xanthene scaffold nicely positions an

aromatic residue below a noncovalently bound flavin sub-
strate; 1H NMR studies in CDCl3 show a binding free
enthalpy difference �DDG of about 1 kcalmol�1 for hosts
bearing X=CH2 (Ka= 960m�1) versus X=S (Ka=

4800m�1).[425] Further computational studies (DFT methods)
have identified a significant electrostatic contribution to the
interaction. This observation is consistent with the positioning
of sulfur under the electron-deficient pyrimidine moiety of
the flavin ring system, however, no detectable overlap of the
sulfur and aromatic orbitals or significant inductive effects
could be detected.[426]

8.2.2. Employing Biological Systems

Although there have been only a few examples of site-
directed mutagenesis experiments in proteins, they have
provided compelling evidence for the stabilizing role of SMet–
arene interactions. Substitutions between contacting i and i+
4 residues of a-helical peptides have given DG8 values
between �0.65 and �0.80 kcalmol�1 for Phe···Met interac-
tions in two independent cases.[427] Building on earlier
theoretical work of Hirono and co-workers,[428] Spencer and
Stites demonstrated protein destabilization (0.8 kcalmol�1)
upon mutation of a Met residue (to Leu) situated nearby Phe
and Tyr side chains.[429] Swenson and co-workers have shown
in comprehensive mutational experiments with flavodoxins
that a Met/Ala mutation reduces flavin binding by
0.5 kcalmol�1, wherein the Met residue is known through
crystallographic analysis to be positioned approximately
3.9 ; above the flavin ring (Figure 40b).[430, 431] While all of
these studies do reach some consensus in terms of SMet–arene
interaction energies (0.5–0.8 kcalmol�1), the nature of the
interaction in each case certainly varies.[432]

8.3. Outlook

Understanding the S···Ar interaction in enzyme–substrate
complexes, namely, its contribution to binding strength and
geometry, has important consequences for the design of
de novo inhibitors. In fact, S···Ar contacts have only recently
been considered, a priori, in drug development.[412,419,433] We
anticipate intensified contributions along these lines in the
future, particularly as modest to significant enhancements in
binding can be realized with such a conservative substitution
(-S- versus -CH2-). In closing, we do, however, note that while
the “sulfur–arene interaction” implies direct participation of
sulfur atoms in binding, it appears that this may only be true in
a narrow range of cases, and further theoretical and exper-
imental work is required to elucidate when such contacts are
likely to occur.[434]

9. Summary

The accomplishments of more than 20 years of supra-
molecular chemistry research in advancing the knowledge of
structure and energetics of individual intermolecular bonding
interactions are now increasingly also recognized in the
biomedical community. Examples of investigations with
chemical systems that have profoundly influenced biology
include the discovery of the cation–p interaction and the
revised view of the hydrophobic effect as a driving force for
apolar complexation. Nevertheless, it has also become
apparent that a single research approach, such as studying
solution complexation with artificial receptors, is insufficient
for enhancing the knowledge of molecular recognition
phenomena up to a level at which it becomes directly useful
for application in drug design and lead optimization. This
situation has been fully taken into account in this review
which presents, in addition to findings from supramolecular

Figure 40. Sulfur–flavin interactions in a) a synthetic model systems[425]

and b) flavodoxin from Clostridium beijerinckii (PDB code: 5NLL).[430]
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chemistry, quantitative investigations from biostructural
research, crystallographic database mining, gas-phase study,
and theoretical calculations. In particular, the analysis of the
dramatically increasing number of protein crystal structures
using modern software is increasingly becoming a fertile
ground for advanced molecular recognition study. The more
classical interactions involving p–p-stacking and edge-to-face
contacts between aromatic rings continue to attract interest in
terms of further refined geometries and energy models. The
discovery of cation–p interactions has created a “hot” area of
research in biology, and these contacts are increasingly
finding application in modern drug design. Ample opportu-
nities exist for further exploring fluorine–arene and sulfur–
arene interactions; experimental studies targeting H bonding
to p surfaces in solution complexes also remain poorly
developed. While the complexity of ion pairs and their
interactions with aromatic rings has been identified, both
experimental and computational studies of these interactions
are in their infancy. Add to this the true challenge in future
computational chemistry of handling fully solvated chemical
and biological complexation processes with acceptable speed
at a high level of theory and accuracy. From these few
examples, it becomes clear that molecular recognition studies
in chemistry and biology will remain a fascinating area of
future research.
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